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SPIDAL Libraries and CommunitiesMIDAS High Performance 

Middleware 
for Data-Intensive Analytics and Science

Community Driven

High-Performance Big Data 
for bio-physical applications based on HPC, distributed 

systems, network science, GIS and machine learning

Harp HP Machine Learning

Network Science Community

Pathology Community

Spatial GIS Community

Twister2 HP Big Data Architecture

Biomolecular Simulation Community Remote Sensing / Polar Community

• Goals of deployment

• Add to existing frameworks as high performance components 

(scikit-learn, Spark, TensorFlow)

• Deploy SPIDAL algorithms on big data environments

• Combine SPIDAL algorithms into complete applications 

(dataflow orchestration) including both streaming and data 

pipelines (pre-processing and post processing)

• Be user friendly - easy deployments and integrations

• SPIDAL algorithms using a common set of tools (Harp, MPI, 

OpenMP)

• Common data abstraction for Input/Output

Deployment of MIDAS and SPIDAL

Components of NSF 1443054

• Active：
• Design and build SPIDAL – a Scalable Parallel Interoperable 

Data Analytics Library 

- Domain specific libraries in communities

- Core Machine Learning Libraries

• High Performance Data Middleware MIDAS based on HPC-

ABDS systems Harp and Twister2

• Packaging SPIDAL and MIDAS; building community

• Completed：
• MIDAS Pilot Jobs HPC Task Management

• High Performance for Java/C++ for Machine Learning

• NIST Big Data Application Analysis: Features of data intensive 

Applications deriving 64 Convergence Diamonds

• HPC-ABDS: Cloud-HPC Interoperable software with 

performance of HPC and rich functionality of commodity 

Apache Stack

• Implementations: HPC and Clouds with DevOps
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• Deploy in native fashion using Twister2 

• Full applications including streaming and data 

processing components

• Release the algorithms both in binary format, source 

code and SaaS

• https://github.com/orgs/hpcanalytics

• Comprehensive documentation including user videos

• Web portal for testing

• Deploy Harp as Apache Project; algorithms use 

Apache processes to build communities

SPIDAL Components



NSF 1443054: CIF21 DIBBs: Middleware and High Performance Analytics Libraries for Scalable Data Science PI: Geoffrey C. Fox

SPIDAL Libraries and CommunitiesMIDAS High Performance 

Middleware 
for Data-Intensive Analytics and Science

Community Driven

High-Performance Big Data 
for bio-physical applications based on HPC, distributed 

systems, network science, GIS and machine learning

Harp HP Machine Learning

Network Science Community

Pathology Community

Spatial GIS Community

Twister2 HP Big Data Architecture

Biomolecular Simulation Community Remote Sensing / Polar Community

• Goals of deployment

• Add to existing frameworks as high performance components 

(scikit-learn, Spark, TensorFlow)

• Deploy SPIDAL algorithms on big data environments

• Combine SPIDAL algorithms into complete applications 

(dataflow orchestration) including both streaming and data 

pipelines (pre-processing and post processing)

• Be user friendly - easy deployments and integrations

• SPIDAL algorithms using a common set of tools (Harp, MPI, 

OpenMP)

• Common data abstraction for Input/Output

Deployment of MIDAS and SPIDAL

Components of NSF 1443054

• Active：
• Design and build SPIDAL – a Scalable Parallel Interoperable 

Data Analytics Library 

- Domain specific libraries in communities

- Core Machine Learning Libraries

• High Performance Data Middleware MIDAS based on HPC-

ABDS systems Harp and Twister2

• Packaging SPIDAL and MIDAS; building community

• Completed：
• MIDAS Pilot Jobs HPC Task Management

• High Performance for Java/C++ for Machine Learning

• NIST Big Data Application Analysis: Features of data intensive 

Applications deriving 64 Convergence Diamonds

• HPC-ABDS: Cloud-HPC Interoperable software with 

performance of HPC and rich functionality of commodity 

Apache Stack

• Implementations: HPC and Clouds with DevOps

Indiana

University

Rutgers

University

Virginia

Tech

Kansas

University

Arizona State

University

Stoney

Brook

University

Of Utah

NSF

Fox

Qiu

Crandall

Von Laszewski

Jha Marathe

Vullikanti

Paden Beckstein Wang Cheatham

• Deploy in native fashion using Twister2 

• Full applications including streaming and data 

processing components

• Release the algorithms both in binary format, source 

code and SaaS

• https://github.com/orgs/hpcanalytics

• Comprehensive documentation including user videos

• Web portal for testing

• Deploy Harp as Apache Project; algorithms use 

Apache processes to build communities

SPIDAL Components



NSF 1443054: CIF21 DIBBs: Middleware and High Performance Analytics Libraries for Scalable Data Science PI: Geoffrey C. Fox

SPIDAL Libraries and CommunitiesMIDAS High Performance 

Middleware 
for Data-Intensive Analytics and Science

Community Driven

High-Performance Big Data 
for bio-physical applications based on HPC, distributed 

systems, network science, GIS and machine learning

Harp HP Machine Learning

Network Science Community

Pathology Community

Spatial GIS Community

Twister2 HP Big Data Architecture

Biomolecular Simulation Community Remote Sensing / Polar Community

• Goals of deployment

• Add to existing frameworks as high 

performance components (scikit-learn, 

Spark, TensorFlow)

• Deploy SPIDAL algorithms on big data 

environments

• Combine SPIDAL algorithms into 

complete applications (dataflow 

orchestration) including both streaming 

and data pipelines (pre-processing and 

post processing)

• Be user friendly - easy deployments and 

integrations

• SPIDAL algorithms using a common set 

of tools (Harp, MPI, OpenMP)

• Common data abstraction for Input/Output

Deployment of MIDAS and SPIDAL

Components of NSF 1443054

Indiana

University

Rutgers

University

Virginia

Tech

Kansas

University

Arizona State

University

Stoney

Brook

University

Of Utah

NSF

Fox

Qiu

Crandall

Von Laszewski

Jha Marathe

Vullikanti

Paden Beckstein Wang Cheatham

• Deploy in native fashion using Twister2

• Full applications including streaming 

and data processing components

• Release the algorithms both in binary 

format, source code and SaaS

• https://github.com/orgs/hpcanalytics

• Comprehensive documentation including 

user videos

• Web portal for testing

• Deploy Harp as Apache Project; 

algorithms use Apache processes to build 

communities

SPIDAL Components
Completed：

• MIDAS Pilot Jobs HPC Task Management

• High Performance for Java/C++ for 

Machine Learning

• NIST Big Data Application Analysis: 

Features of data intensive Applications 

deriving 64 Convergence Diamonds

• HPC-ABDS: Cloud-HPC Interoperable 

software with performance of HPC and rich 

functionality of commodity Apache Stack

• Implementations: HPC and Clouds with 

DevOps
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