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MIDAS High Performance
Middleware

for Data-Intensive Analytics and Science

Community Driven
High-Performance Big Data

systems, network science, GIS and machine learning

Harp HP Machine Learning

Harp-DAAL: A HPC-Cloud convergence
framework for productivity and performance

Harp is an Hadoop plug-in offering highly optimized Map collective operations plus
support of computation models covering much machine learning

Harp-DAAL seamlessly integrates Intel's DAAL DAAL node Data Analytics Library

DAAL: SubGraph Mining, K-means, Matrix Factorization, Recommender System
(ALS), Singular Value Decomposition (SVD), QR Decomposition, Neural Network,
Covariance, Low Order Moments, Naive Bayes Reduce, Linear Regression, Ridge
Regression, Principal Component Analysis (PCA)

No DAAL yet: DA-MDS Multi-dimensional Scaling (DA is Deterministic Annealing),
Directed Force Dimension, Irregular DAVS Clustering, DA Semimetric Clustering,
Multi-class Logistic Regression, SVM, Latent Dirichlet Allocation, Random Forest

Biomolecular / -
Slmulatlons o

Big Data Batch Processing Node Analytics Kernel Classic Parallel Runtimes
(MapReduce) (DAAL) (MPI)

p—

Efficient and Proven
techniques

Data Centered, QoS

Expand the Applicability of MapReduce to more classes of Applications on HPC-Cloud
Platforms (Multicore, Manycore, other Accelerators, ...)

Map Collective Run time merges MapReduce and HPC
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Components of NSF 1443054

regroup

Active:

Design and build SPIDAL — a Scalable Parallel Interoperable
Data Analytics Library

- Domain specific libraries in communities

- Core Machine Learning Libraries
High Performance Data Middleware MIDAS based on HPC-
ABDS systems Harp and Twister2
Packaging SPIDAL and MIDAS; building community

Twister2 HP Big Data Architecture

Dataflow Application Orchestration

Batch Data, Streaming Data and Machine Learning Applications

HPC Clusters

HP Distributed Data Applications

> >

Distributed Data Sets
RDD, DataSet, Streamlet

Completed:

MIDAS Pilot Jobs HPC Task Management

High Performance for Java/C++ for Machine Learning
NIST Big Data Application Analysis: Features of data intensive
Applications deriving 64 Convergence Diamonds
HPC-ABDS: Cloud-HPC Interoperable software with
performance of HPC and rich functionality of commodity
Apache Stack
Implementations: HPC and Clouds with DevOps

ML Library

OpenMP H (DAAL)

Task API
Task Graph, Scheduling, Execution

Numerical Libraries

aauewlojlad YybiH
Alpgesn ybiH

Data Level
Data Collectives

MPI, Harp

Message Level - BSP } Messaging [

Cluster Resources (Mesos, Kurbenetes, Yarn, Slurm, PilotJobs)

Data (HDF 5, 33, Local, No3QL, SQL)

Deployment of MIDAS and SPIDAL

Goals of deployment De
Add to existing frameworks as high performance components
(scikit-learn, Spark, TensorFlow)

Deploy SPIDAL algorithms on big data environments Re

Combine SPIDAL algorithms into complete applications

(dataflow orchestration) including both streaming and data

pipelines (pre-processing and post processing)

Be user friendly - easy deployments and integrations
SPIDAL algorithms using a common set of tools (Harp, MPI,
OpenMP)

Common data abstraction for Input/Output

nloy In native fashion using Twister2

* Full applications including streaming and data
processing components

ease the algorithms both in binary format, source
code and SaaS

« https://github.com/orgs/hpcanalytics
Comprehensive documentation including user videos
Web portal for testing

Deploy Harp as Apache Project; algorithms use
Apache processes to build communities

SPIDAL Libraries and Communities

Biomolecular Simulation Community

. . . application of high-performance
BlomOIeCUIar SImUIatlons dzfaanglyticstogpr;}blemsinthe

(Rutgers, Utah, Arizona State) biomolecularsimulation community

BENCHMARKING: Evaluation of task-parallel frameworks

RADICAL-Pilat Spark Dask
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different strengths
pure C/C++ + MPI faster (but less
flexible)
Key questions
data or compute intensive?
rapid development?

el o L R L L

NEW ALGORITHMS AND PRODUCTION-

GRADE IMPLEMENTATIONS
'?P A PMDA Python library: parallel MDAnalysis

https://github.com/hpcanalytics/pmda

cpptraj trajectory analvmstml ]
https://github.com/Amber-MD/cpptraj ‘-

new fast Hausdorff distance

Simple decorators/classes «  parallel LeafletFinder

calculation

for writing parallel analysis «
with MDAnalysis and dask «

parallel PSA/Hausdorff
RMSD, contacts, g(r), ...

IDENTIFYING AND OVERCOMING BARRIERS TO
PROGRESS: I/0 in parallel trajectory analysis

Test: parallel RMSD trajectory analysis with map-reduce
on SDSC Comet (24 cores/node, Lustre file system)
serial f“ le access (XTC format)

Streaming and
Biomolecular Simulations
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Runtime
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Source

Extended MIDAS to integrate Streaming into
HPC simulation and analysis workflows.

1 Broker(s) 2 Broker(s) 4 Broker(s)

--'-"-L"‘H.‘_._-
| 2 4 B 161 2 & 8 161 2 4 & 16
Number Processing Nodes
Application —KMeans - Light (GridRec) — Light (ML-EM)

serial file access limits performance
on HPC(~1 node)

can improve with higher compute
load

ideal scaling and compute-load
independent: need parallel file Data from processing Kmeans, Lightsource
access 10+ Reconstruction using MIDAS Pilot-Streaming
TODO: parallel MD trajectory format with increasing number of Kafka Brokers and
reader ' Producer Nodes on XSEDE.

Network Science Community

Subgraph detection and analysis

H=(V',E’): small
template/subgraph our results
Earlier work: approximate counting of
subgraphs by a MapReduce adaptation of the
color coding technique
* Hits memory bottleneck for networks with
around 250M edges and subgraphs of size
Embeddlng of HinG 12
AN Our work in the past year
* New Harp based implementation of color
codingthat is able to scale to graphs with
1B edges (IEEE Trans on Multi-Scale
Computing Systems, 2018)
New approach based on algebraic
techniques: parallel detection of
multilinearterms in multivariate
polynomials[/EEE IPDPS 2018]
* |s ableto give significantimprovement
in space requirement
* Scalesto pathsof size 18

G=(V,E): very large graph

General problems
find an embedding of a (small)
subgraph H ina large graph G
Weighted version:is there a
subgraph H of weight at least B
Subgraph counting: count
#embeddings of H
Anomaly detection: find
subgraphs that optimize more
complexfunctions

ParaIIeI network generation
Our results in the past year

"’H' Pl 'I i5,
E . LD g Parallel algorithms for edge switchingin
:__ -} . ) 7 labeled networks
? T2 i oid Basic edge switch operation: replace edges (u,
4}“ ‘ . = v), (U, v') by (u, v’') and (u’, v)
® .E Edge switches for labeled graphs:
S S Rk » Given label L(v) for each node v
Need realisticnetworks in various
applicationsfor scaling, sensitivity = L(v')
analysis, etc.
Typical constraints: degree &—=o
sequence, clustering, diameter
Two broad approachesfor network
generation
* Sampleinstancesfrom random
graph models, e.g., preferential o——0O
attachment, Chung-Lu (our
prior work)
Edge switching to preserve
degree constraints(our prior
work)

o—@

—O0

* MPI based algorithm for edge switching
* Strong scalingup to 1000 processors

* Onlyrun edge switch if L(u) = L(u’) and L(v)

Remote Sensing / Polar Community

Inferring structure of polar ice sheets through radar informatics

Our HPC implementation of the PGM technique is now
used routinely to process 2D radar data collected by
CReSIS (50-100 TB/year), and our HPC implementation
using MRFs is used routinely by several groups for 3D
reconstructions. Usingarandom search methodon a
cluster, we have tuned parameters for both
implementations using manually tracked ground truth.
We have also analyzedresults for self consistency at
flight cross overs to generate error maps and compared
performance against manually tracked layers.

Ice Bottom DEM from
. . _ Error Map
Canadian Archipelagos p\

We reconstruct the 3d surface of ice-bedrock layers, using
echograms from ground-penetrating radar.

We propose two complimentary techniques:

Probabilistic Graphical Model (PGM) Deep Convolutional Neural Network Ice C‘aps
Markov Random Field formulation . ‘ :

L R P

. U —— e e i s

We reduce error rate by ¥3x wrt previous work, but require
less information (metadata and human annotations).

Pathology Community

Pathology image analysis

Developed image analysis methods for analyzing pathology images
(2D and 3D) to support biomedical research and advance precision
medicine
* Segmentation algorithms: watershed based method; level set based method
* 3D Registration method of 3D serial slices

¢ Association
methods

3D WSI Volume
Developed a

framework for ‘ ! .

scalable image
: Vessel ASSOCIatlon Image Segmentatlon
segmentatlon S S R N TS

Publications: P & g

1581, EMBC, _
Vessel Interpolatlon 3D Vessel Rendermg

MICCAI

SPIDAL Components

Image Registration
R —

Image Processing and Machine Learning Toolkit

Many problems in scientific applications of computer vision, image processing, machine learning, and data
mining can be posed in terms of fundamental abstractions and then solved using existing algorithms.

But these abstractions and algorithms may be unfamiliar to domain experts and difficult to implement.

We address both problems through a high-quality, scalable, easy-to-use library of key algorithms, and
extensive tutorials and documentation including videos, exemplar applications, and code samples.

~

(_ Discrete optimization:
Viterbi algorithm
Belief Propagation
Gibbs Sampling
Tree Reweighted Message Passing
Image processing:
Unsupervised image segmentation
Feature extraction
Image matching
Edge detection

Continuous optimization:
Deterministic simulated annealing
Stochastic Gradient Descent
Levenberg-Marquardt

Data analysis:
Multi-dimensional scaling (MDS)
k-means clustering

Mean shift clustering
Approximate similarity search

Hidden Markov Models

2

Spatial GIS Community

Spatial big data querying systems

» Spatial data is exploding due to ubiquitous positioning technologies,
geo-crowdsourcing, and advance of imaging instruments

* We have developed scalable and efficient spatial big data querying
systems running on big data platforms, for both 2D and 3D data:
HadoopGIS, SparkGIS and iSPEED (3D)

* 4 papers at SIGSPAITAL, a demo at VLDB, and a US patent filed

; RM I-H“]

Earth Population Patients Human Tissues

. Applications

Locationintelligence Spatial driven public health

: N ) : Pathological disease
studies: opioid epidemic
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Community Driven MIDAS High Performance SPIDAL Libraries and Communities
High-Performance Big Data Middleware

for Data-Intensive Analytics and Science Biomolecular Simulation Community Remote Sensing / Polar Community

for bio-physical applications based on HPC, distributed o : : : .
! _ ) Biomolecular Simulations application of high-performance Inferring structure of polar ice sheets through radar informatics
SyStemS, network SC|ence, GIS and maChIne Iearnlng (Rutgers, Utah, Arizona State) data analyticsto problemsin the y ; Our HPC implementation of the PGM technique is now

: : : : We reconstruct the 3d surface of ice-bedrock layers, usin :
biomolecularsimulation community y & | used routinely to process 2D radar data collected by

H a.r p H P I\/I a.C h i n e L e a. r n i n g BENCHMARKING: Evaluation of task-parallel frameworks Fehosramsrom ground penetetng ecer Sty o 1 IDAUshil o CHnRCImplomentat o

using MRFs is used routinely by several groups for 3D

B FADMCAL-Pilat Spark Dask ~ ,/'. : s, - -
’ /. @ o ) ) Aq:c 2 L e reconstructions. Using arandom search methodon a
e Hausdorff distance with = B b Seagonis 5

/ ) il : - Hi;,'h:th‘_-vuluﬁ.hslrw.ﬂi;ml EnTH || seer Dotatrerne, Muie | [ Dask Detasrarne | L ! — :‘p;:? r“ v S e, o ———— " : cluster, we have tuned parameters for both

Blolito echidr ‘ Harp-DAAL' A H PC-CIOUd convergence Furciicnsl Absiracton | PlletMapReduce || SpakROD || Dok Bog, Armay | £ B e RM-SDd{HBﬂEB- = SR T L o b s implementations using manually tracked ground truth
Slmulatlons o ' €2 10 soca trajectory comparison) : i R ey s ramma ; ;
Task Absrncton ___ " Q) = max [d(PIQ), & (QIP)] We have also analyzedresults for self consistency at

fl"a mewo I"k fO r p I'Od u Ctiv ity dan d pe l’fO rmance D:: ,1 Q:] _ m;; mm:ﬂp,ﬂ' ! e flight cross overs to generate error maps and compared

e HECBig Dt S i Z B o - rformance against manually tracked layers.
. F . . - . . 2 =¥ dip, g = L2l , PE
Harp is an Hadoop plug-in offering highly optimized Map collective operations plus B—— SO (pa) =75 " . Ice Bottom DEM fr-om

. . . . Number of Cores/Hodes E J\Y P:
EUPPDH: of cumputatlun models covering much machine Iearnlng We propose two complimentary techniques: Canadian Archipelagos 'p\"m P

Fc:ur nmfel parallel |mp|ementatmns uf Leaﬂeﬂ—'mder LeafletFinder (assign

Harp-DAAL seamlessly integrates Intel's DAAL DAAL node Data Analytics Library « different strengths u e - ) _ Rk S SaRcsl Wil SH, s Gopaona Nl st s =y LeeCaps

. [Z!EIr'tIdES to ShEEtS Markov Random Field formulation .
DAAL: SubGraph Mining, K-means, Matrix Factorization, Recommender System «  pure C/C++ + MPI faster (but less - ﬁ é ¢ distance search + R 3
(ALS), Singular Value Decomposition (SVD), QR Decomposition, Neural Network, flexible) g e e s connected subgraph) e '
Covariance, Low Order Moments, Naive Bayes Reduce, Linear Regression, Ridge » Key questions /ﬁ /

Regression, Principal Component Analysis (PCA) * data or compute intensive? I e e e PR = A A i o
i-di ' i i it : * rapid development? ) : P S a—

No DAAL yet: DA-MDS Multi-dimensional Scaling (DA is Deterministic Annealing), P P e // / R W reduceerrorrate by “3xwitpresious work; but reguiire

Directed Force Dimension, Irregular DAVS Clustering, DA Semimetric Clustering, A P TR A less information (metadata and human annotations).

Multi-class Logistic Regression, SVM, Latent Dirichlet Allocation, Random Forest NEW ALGORITHMS AND PRODUCTION- B
GRADE IMPLEMENTATIONS cpptraj trajectc:rv analvsm tool

HPC-ABDS = ' Big Data Batch Processing Node Analytics Kernel Classic Parallel Runtimes 2P APMDA Pythonlibrary: parallel MDAnalysis & Com/AmRerii/eeetel 2
- AL ttps://github.com/hpcanalytics/pmda
' (MapReduce) (DAAL) (MPI) _ [ new fast Hausdorff distance
Simple decorators/classes  « parallel LeafletEinder calculation
Data Centered, QoS Efficient and Proven forwriting parallel analysis «  parallel PSA/Hausdorff
techniques with MDAnalysisand dask « RMSD, contacts, g(r), ...

Expand the Applicability of MapReduce to r::r classes of Applications on HPC-Cloud | IDENTIFYING AND OVERCOMING BARRIERS TO Streaming and
Platforms {MUltiﬂﬂ'rE, Manycore, other Accelerators, } | PROGRESS: |/O in pa rallel trajectorv analvsis BiomOIECUIar SimUIations

Test: parallel RMSD trajectory analysis with map-reduce | — ” -~ |

Pathology Community

on SDSC Comet (24 cores/node, Lustre file system) e — ® o
Map Collective Run time merges MapReduce and HPC seril il access (XTCformat) | a0 PathOIOgy Image analy5|5

m A di===2l Developed image analysis methods for analyzing pathology images

. (2D and 3D) to support biomedical research and advance precision

broadcast ‘ ““"ﬂ | | T ﬂ‘ 0 EEX IET’EI @ E-I“@ m—— n
1 N =N medicine

:ﬁ. | | |._n ey o . . . . - . Data Buntime Data

Source Sink * Segmentation algorithms: watershed based method; level set based method

; ) ) Extended MIDAS to integrate Streaming into e 3D Registration method of 3D serial slices
bruadca st rEd uce a | | rEd Luce E =1 7 HPC simulation and analysis workflows. e Association
. o] / 3D WSI Volume Image Registration

. 7 1 Brokerls) 2 Broker(s) 4 Broker(s) methods e
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Qiu Vullikanti [Partition2 [ Parction2 | » serial file access limits performance 1% ‘ i Al N L R AR B R
()= i . . . e WOha e « e o ," '

Crandall _Partition 3 |  partton 1 | [ Parion3 on HPC (~1 node) sl | 12 S S A S S S A O I Publications: E @ \\ i ‘"”:':':,
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: ‘ ) ‘ ) - reduce
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i can improve with higher compute N S Number Processing Nodes
Von Laszewski oad 544  Number Processing Nodes ISBI, EMBC,
Application —KMeans - Light (GridRec) — Light (ML-EM)

ideal scaling and compute-load 5o MICCAI
independent: need parallel file 01 Data from processing Kmeans, Lightsource Vessel Interpolatlon 3D Vessel Renderlng

- - - col Tabh Glabal Tabile
m Partition 0 Partition 0 Partition 0 Local Tables

— - Reconstruction using MIDAS Pilot-Streaming
iti iti [ Partition 1 | i artition 0 Jl Partition 0l Partition 0 [l _Partition 0] Partition 0 Partition 1 E access ~cor !
partition 1 _Jl Partition 1 | — — . + TODO: parallel MD trajectory format ] with increasing number of Kafka Brokers and
it Partitioe p J W
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Process0 |l Process1 m Process 3 [ rocesso [ poces1 [ proces 2 process 3 .
. - - Local Tabies

« Active: T T T T mmwmmm R

« Design and build SPIDAL — a Scalable Parallel Interoperable S e |ESSSIE———— . .
Data Ana]ytics Library regroup push & pull Network SCIenCe COmmunlty SPIDAL COmpOﬂeﬂtS

- Domain specific libraries in communities Image Processing and Machine Learning Toolkit
_ COre MaChlne Learnlﬂg lerarIeS Su bgraph deteCtlon and anaIVSIS Many problems in scientific applications of computer vision, image processing, machine learning, and data

H |g h Perform ance Data M |dd|eware M I DAS based on H PC_ TWI Ste r2 H P B I g D ata A rC h Ite Ctu re ) HE(VLE): small ;j:E[r;]ge::l;::;gzif:nina;e(:?l;:;::;:a::yn;j ua:fzt::i‘lzgfr’:; ;:;;T:Z::;:;da‘r‘z“dgif;::i:‘[i';g ?E;Z:;i

template/subgraph
Our results

We address both problems through a high-quality, scalable, easy-to-use library of key algorithms, and

AB DS SyStemS Harp and TWISteI'Z — Earlier work: approximate counting of extensive tutorials and documentation including videos, exemplar applications, and code samples.
- subgraphs by a MapReduce adaptation of the

PaCkag|ng SPIDAL and MIDAS, bU'Id'ﬂg COmmunlty Dataflow Applicatinn Orchestration F color coding technique 4 Discrete optimization: Continuous optimization: )

« Hits memory bottleneck for networks with Viterbi algorithm Deterministic simulated annealing

) Belief Propagation Stochastic Gradient Descent
around 250M edges and subgraphs of size Gibbs Sampling Levenberg-Marquardt

« Completed: J : Givbssamplng
] . N u n - EmbeddlngolenG ree neweig te e55age rassing
MlDAS P||Ot Jobs HPC TaSk Management HPC Clusters » HP Distributed Data Applications » AN Our work in the past year Tagepm.cezs.ingz » E:lt;'a;alms': <caling (VDS)
. . . G=(V.E]: very large graph . NE‘W Harp baSE‘d implementation Of COIOr nsupervise |rnage segmentation LI ImEﬂSIGFIIE scalng
H|gh Performance fOI’ Java/C++ fOr MaCh|ne Leal’nlng Distributed Data Sets | }General oroblems codingthat is able to scale to graphs with rriaat;erinea}itcrﬁiflgm ;gaenazﬁiﬂuies;nfng
NIST Big Data Application Analysis: Features of data intensive RDD, DatasSet, Streamlet find an embedding of a (small) 1B edges (IEEE Trans on Multi-Scale cdge detection Approximate similarity search
- . = . subgraph H ina large graph G Computing Systems, 2018) -
Applications deriving 64 Convergence Diamonds | OpenMP ‘ ‘ Mrnﬂﬁw . ot vorstom b thor s New approach based on algebraic D —
HPC-ABDS: Cloud-HPC In_teroperqble §oftware with | S — Task Graph, Scheduling, Execution
performance of HPC and rich functionality of commodity bbbl
in space requirement

techni : llel detecti : : = ; -
subgraph H of weight at least B sehniquies: paratieraenection o e R ‘
ApaChe StaCk M L | - BSP Data L | subgraphs that optimize more
essage Level - Messaging d eve * Scales to pathsof size 18

Batch Data, Streaming Data and Machine Learning Applications

I ials [/[EEE IPDPS 2018
#embeddings of I pc: VT::t:Test:[:} ive si nificant]im rovement
Anomaly detection: find g g P

asuewlojiad ybiH
Ayngesn ybiH

Subgraph counting: count multilinearterms in multivariate
Implementations: HPC and Clouds with DevOps MPI, Harp Data Collectives complex functions

Spatial GIS Community
Spatial big data querying systems

E. :_- Wy - labeled networks * Spatial datais ex.plodmg due to ubquutou_s p(?sutlonmg technologies,
- g’ Basic edge switch operation: replace edges (u, geo-crowdsourcing, and advance of imaging instruments

Goals of deployment Deploy in native fashion using Twister? 1‘; . = v), (U, v') by (u, v’) and (u’, v) * We have developed scalable and efficient spatial big data querying

ISt ' . . . . . s B Edge switches for labeled graphs: systems running on big data platforms, for both 2D and 3D data:
éidktf Igglr?\“rng?km'?'évr?srng?s h)'gh performance components * Full applications including streaming and data e + Given label L{v) for each node v th d00DGIS Spagrkms gn 4 iSPpEED (3D)
I I = y y W ’

. i : ' * Onl d itch if L(u) = L(u’ dL
Deploy SPIDAL algorithms on big data environments processing components Need realistic networksin various Y run edge switch IfL) = L{w) and LY * 4 papers at SIGSPAITAL,a demo at VLDB, and a US patent iled

_ _ _ applicationsfor scaling, sensitivity = L(v') .
_ _ _ o Release the algorithms both in binary format, source analysis, etc. e | - NGRS
Combine SPIDAL algorithms into complete applications Typical constraints: degree R X LT R —
(dataflow orchestration) including both streaming and data code and Saas A
- . J 1ming https://github.com/orgs/hpcanalytics Twwo broad approachesfor network
pipelines (pre-processing and post processing)
Be user friendly - easy deployments and integrations
SPIDAL algorithms using a common set of tools (Harp, MPI,
Edge switching to preserve St .
. rong scaling up to 1000 processors

] ] ] ] ] generation o0—0 Earth ! Population Patients E— Human Tissues
Comprehensive documentation including user videos + Sample instances from random |

OpenMP) | Apache processes to build communities degree constraints our prior

Common data abstraction for Input/Output work)

Cluster Resources (Mesos, Kurbenetes, Yarn, Slurm, PilotJobs)

ParaIIeI network generation
Deployment of MIDAS and SPIDAL et (RS, % Focel Hosah 20 B R TN sl g o e swienng i

o—@

graph models, e.g., preferential o— . ¢ Applications
| e - . . Spatial driven public health ; .
Web portal for teStlng attachment, Chung-Lu (our Locationintelligence paya i E Pathologlca_ldlsease

studies: opioid epidemic
Deploy Harp as Apache Project; algorithms use prior work) + MPI based algorithm for edge switching
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Community Driven
High-Performance Big Data

for bilo-physical applications based on HPC, distributed
systems, network science, GIS and machine learning

MIDAS High Performance SPIDAL Libraries and Communities

Middleware

for Data-Intensive Analytics and Science Biomolecular Simulation Community Remote Sensing / Polar Community

: . - application of high-performance Inferring structure of polar ice sheets through radar informatics
BlomOIeCUIar SImUIatlons data analyticsto problems in the
(Rutgers, Utah, Arizona State) biomolecularsimulation community We reconstruct the 3d surface of ice-bedrock layers, using

Our HPC implementation of the PGM technique is now
used routinely to process 2D radar data collected by

H a r p H P M aC h i n e L e a. r n i n g BENCHMARKING: Evaluation of task-parallel frameworks Fehosramsfromgroundpenetraingradr CReSt 10100 1B/ vear) ano our HPCImplementation

using MRFs is used routinely by several groups for 3D

O ’ / FADICAL-Pilat Spark Drask
o ) ) reconstructions. Using arandom search method on a
S0SC Comat Hausdorff distance with 8

rahert vt spscton [ ek |[soo oo, ] [ okt ] gieo) =’ RMSD d (128x128 = =2 s cluster, we have tuned parameters for both
HaI'P'DAAL: A HPC'CIOUd Convergence wam| — I . . = geex trajectory comparison) : e T R o e implementations usingmanually tracked ground truth.

530(P, Q) = max [5y(P|O), 6, Q1P| We have also analyzedresults for self consistency at

. Biomolecular / B\ -
Simulations / ' -
§ = - . s Exccuton s [ g0 8(P|Q) = maxmind(p,q) R flight cross overs to generate error maps and compared
O “///// { ? ' ‘ fram ewo rk fo r p rOd UCtIV Ity a n d peﬁo rm ance Cluster Scheduler HPC/Big Datn Scheduler 1 f — - y : P;!_:r B * i T » ' performance against manua”y tracked Iayers_
- » Harp is an Hadoop plug-in offering highly optimized Map collecti tions bl e —— R . TSR MG _ Error Map
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Design and build SPIDAL — a Scalable MIDAS Pilot Jobs HPC Task Management

Parallel Interoperable Data Analytics | Shrocess 1| Processz J|_Process3 | . . Image Processing and Machine Learning Toolkit

lerary - o o ngh Eerformaljce for Java/C++ for = S u bg ra p h d eteCt I 0 n a n d a n a Iys I s Many problems in scientific applications of computer vision, image processing, machine learning, and data
- Domain SpeCIfIC libraries in Machine Learnlng -. o mining can be posed in terms of fundamental abstractions and then solved using existing algorithms.

communities rotate regroup o ™ ::_,Tiil':tt;r:;:raph But these abstractions and algorithms may be unfamiliar to domain experts and difficult to implement.

Our results We address both problems through a high-quality, scalable, easy-to-use library of key algorithms, and

- Core Machine Learning Libraries NIST Big Data Application Analysis:

Feat f data int ive Applicati Local Tables Global Tabie - Earlier work: approximate counting of extensive tutorials and documentation including videos, exemplar applications, and code samples.

eatures of dala Intensive Applications . subgraphs by a MapReduce adaptation of the
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12 Tree Reweighted Message Passing
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Implementations: HPC and Clouds with —— . . 1B edges (IEEE Trans on Multi-Scale Edge detection Approximate similarity search
P [_partition 1l portition 2 Ml Partition 3 _ [ Partition 3 J Partition3 M Partivon3 | find an embedding of a (small) Computing Systems, 2018)
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Twister2 HP Big Data Architecture o s mize more * Scales to paths of size 18

New approach based on algebraic R Hidden Markov Madels

Deployment of MIDAS and SPIDAL

Spatial GIS Community
Spatial big data querying systems
HPC Clusters HP Distributed Data Applications = L2 s 8 Parallel algorithms for edge switchingin

J=I  Spatial data is exploding due to ubiquitous positioning technologies,
> < B : s BT labeled networks . ! o
| Basic edge switch operation: replace edges (u, geo-crowdsourcing, and advance of imaging instruments

S e I !." i v), (W', v') by (u, v') and (U, v) * We have developed scalable and efficient spatial big data querying
RDD, DataSet, Streamlet B Edge switches for labeled graphs: systems running on big data platforms, for both 2D and 3D data:
* Givenlabel L(v) for each node v HadoopGIS, SparkGIS and iSPEED (3D)

Need realisticnetworks in various * Onlyrun edge switch if L(u) = L(u’) and L(v) .
applications for scaling, sensitivity = L(v) . .4 p_;pers at SIGSPAITAL, a demo at VLDB, aAnd a US patent filed
analysis, etc., TR s B . L i Al B AR ()
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sequence, clustering, diameter O e *
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generation - Earth Population Patients Human Tissues
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P . . X * Applications

graph models, e.g., preferential e—O . —— . Spatial driven public health
attachment, Chung-Lu (our Locationintelligence studies: opioid epidemic
prior work) [ ‘
Edge switching to preserve

Data (HDF S, S3, Local, NoSQL, SQL) degree constraints (our prior

work)

* Goals of deployment Deploy in native fashion using Twister2 Dataflow Application Orchestration

* Add to existing frameworks as high » Full applications including streaming
performance components (scikit-learn, and data processing components
Spark, TensorFlow)

Deploy SPIDAL algorithms on big data Release the algorithms both in binary
environments format, source code and SaaS
Combine SPIDAL algorithms into « https://github.com/orgs/hpcanalytics

complete applications (dataflow Comprehensive documentation including
orchestration) including both streaming user videos

and data pipelines (pre-processing and

post processing) Web portal for testing

Be user friendly - easy deployments and

integrations Deploy Harp as Apache Project;

algorithms use Apache processes to build
SPIDAL algorithms using a common set communities

of tools (Harp, MPI, OpenMP)

Parallel network generation

Batch Data, Streaming Data and Machine Learning Applications .
Our results in the pastyear

W e

ML Library

(DAAL) Task API
Task Graph, Scheduling, Execution

OpenMP ‘ ‘

Numerical Libraries

aosuewloyad ybiH
Angesn ybiH

Data Level
Data Collectives

Message Level - BSP

MPI, Harp Messaging

Pathological disease

Cluster Resources (Mesos, Kurbenetes, Yarn, Slurm, PilotJobs) studies

Common data abstraction for Input/Output * MPI based algorithm for edge switching

* Strongscalingup to 1000 processors
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