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Binding free energy

• measure of how strong a protein P and a “ligand” X stick 
together


• key quantity in quantitative mechanistic explanations of 
biological processes and in drug discovery


• free energy (i.e., averaged over all other degrees of freedom 
(such as solvent, protein motions, …))

exp[−A(T, V, N )/kT ] = ∫ dp3Ndx3Ne−H(p,x)/kT

ΔA = Abound − Aunbound

• free energy difference

ΔA = − ln
∫ dx3N exp[−U(x)/kT ] χbound(x)

∫ dx3N exp[−U(x)/kT ] χunbound(x)

P + X
ΔF
⇌ PX

H(p, x) =
N

∑
i=1

p2
i

2mi
+ U(x)



Alchemical free energy 
calculations

• force fields for H, molecular dynamics (MD) simulations 
for sampling


• free energy is a state function: generate non-physical 
paths between physical end states (bound/unbound)


• use stratification (“windows”) of path with parameter λ

H(λ) = (1 − λ)Hbound + λHunbound, 0 ≤ λ ≤ 1

UCoulomb(x1, x2; λ) =
1

4πϵ0

(1 − λ)q1q2

|x1 − x2 |
λ1 = 0

λn = 1

λ2

λ3

λ4
λ5 λ6



Methods

• Thermodynamic Integration (TI): TI

ΔA = ∫
1

0
dλ ⟨ ∂H(λ)

∂λ ⟩
λ

C. Chipot and A. Pohorille, editors. Free energy calculations. Number 86 in Springer Series in Chemical Physics. Springer, Berlin, 2007.

ΔA = − kT ln⟨exp[−ΔU(x)/kT ]⟩1, with ΔU(x) = U1(x) − U0(x)

• “Free Energy Perturbation” (FEP): Zwanzig FEP, BAR, 
MBAR (overlaps of distributions)

(MBAR is more complicated: uses overlaps 
between all windows) 

exp(−ΔA /kT ) =
⟨1 + exp[(ΔU − C)/kT ]−1⟩0

⟨1 + exp[(ΔU − C)/kT ]−1⟩1
exp(−C/kT )

ΔA /kT = C/kT − ln
n1

n2

FEP

BAR

TI

ΔU(x) = Uλn+1
(x) − Uλn

(x)



Thermodynamic cycle for absolute 
binding free energy calculations

D. L. Mobley, J. D. Chodera, and K. A. Dill. On 
the use of orientational restraints and 
symmetry corrections in alchemical free energy 
calculations. 125:084902, 2006.

PL ——→
!Grestr

PL

PLR, !3"

where PL is the solvated complex and PLR is the solvated
complex with the ligand restrained. !Grestr

PL is the free energy
of restraining the ligand in the binding site, and will depend
on the details of the choice of restraint.3 Next, the ligand
electrostatic interactions are either turned off entirely
!annihilated"1,3 or its electrostatic interactions with the envi-
ronment are turned off !decoupled"6,7 in the transformation

PLR ——→
!Gelec

PL

PLR,C. !4"

Here, PLR,C denotes the complex where the ligand has been
restrained and the charge interactions involving the ligand
have been turned off and !Gelec

PL the free energy of this trans-
formation. The ligand Lennard-Jones interactions are subse-
quently either turned off entirely !annihilated" or only its
interactions with its environment are turned off !decoupled":

PLR,C ——→
!GLJ

PL

PLR,C,L. !5"

PLR,C,L denotes the restrained ligand in the complex with no
electrostatic or Lennard-Jones interactions at all !annihilated"
or no such interactions with its environment !decoupled".
!Note that we use the terms decoupling and annihilation to
refer exclusively to the modification of nonbonded interac-

tions in these alchemical calculations, a terminology that dif-
fers from some previous literature but avoids confusion.61"
Since the ligand is no longer interacting with its environ-
ment, PLR,C,L is equivalent to P+LR,C,L; a noninteracting
ligand in the complex is the same as a noninteracting ligand
in vacuum or water. Now it remains to compute the free
energy of releasing the ligand to the standard volume
!!Grestr

H2O in Fig. 1", then to turn its Lennard-Jones and elec-
trostatic interactions back on in water !giving !GLJ

H2O and
!Gelec

H2O in Fig. 1". Moving clockwise around the cycle of Fig.
1, beginning from the bound state and ending with the un-
bound state, the sum of the free energies equals the negative
of the standard free energy of binding.

B. Choice of restraints

The simplest restraint is a single distance restraint be-
tween the ligand and protein.7 In that case, it is easy to ana-
lytically compute the free energy of releasing the restraint on
the noninteracting ligand.3,7,9 To facilitate convergence, ori-
entational restraints have also been used to restrict the
ligand’s orientation relative to the protein.1,3–5 The form,
stiffness, and equilibrium geometry for these restraints are
arbitrary, and they will not affect the asymptotic estimate of
the binding free energy. Here, we use the orientational re-
straints suggested by Boresch et al.:3 One distance !raA", two
angles !"A and "B", and three torsions !#A, #B, and #C" de-
termine the orientation of three atoms in the ligand relative
to three in the protein.

To use an orientational restraint, we must choose a ref-
erence orientation that gives the values !"A0

, . . . ,raA,0". Pre-
vious work extracts these parameters from the ligand orien-
tation in the crystal structure.1,3–7,25 In this work, we choose
reference orientations by docking the ligand into the binding
site of the apo structure of the protein !discussed in detail in
Sec. III E".

C. Equilibration and convergence

The free energy differences above can be computed with
thermodynamic integration !TI" or free energy perturbation
!FEP" methods.11 Both methods involve simulating a number
of alchemical intermediates between two physical end states.
For example, for annihilating the ligand electrostatics, simu-
lations can be run at a series of intermediate states where the
ligand electrostatic potential energy is scaled by a factor !1
−$", resulting in a fully interacting state at $=0, a state
without ligand charge interactions at $=1, and a series of
alchemical intermediates in between. The free energy of
turning off the electrostatics entirely is the sum of the free
energy differences from $=0 to $=1.

Regardless of whether TI or FEP is used, the free energy
change of the alchemical transformation is computed from
one or more averages computed from simulations of each
intermediate state. Here, using small aryl ligands binding to a
model site as an illustration, we show how convergence of
these averages can be frustrated by the presence of multiple
favorable binding orientations.

Convergence can also be affected by the choice of re-
straints. Without restraints, the ligand must sample all favor-

FIG. 1. The thermodynamic cycle for alchemical binding free energy cal-
culations. Beginning with the complex !PL, top right", the ligand is first
restrained in the complex !PLR", its electrostatic interactions !shown sche-
matically by % and & signs" eliminated !PLR,C", and then its Lennard-Jones
interactions !PLR,C,L" turned off !shown by the unshaded ligand". This state
is equivalent to having the ligand separate from the protein, in water
!LR,C,L", still restrained and with no interactions !bottom left". In a subse-
quent leg of the cycle, its Lennard-Jones and electrostatic interactions are
turned back on in water, and the free energy of removing the restraints is
computed analytically, closing the cycle.

084902-3 Restraints and symmetry in free energy calculations J. Chem. Phys. 125, 084902 !2006"
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MD simulations 
with multiple λ

• 5 – 50 λ-windows 
per free energy 
component


• 10 ns – 250 ns per 
window



Simulation output
• FEP: ΔU 

• TI: ∂U/∂λ

Per timestep

But: different file formats for different codes (Gromacs, Amber, 
NAMD, …)


solution: common interface via alchemlyb

ΔUλi,λj
∀j

∂U(x; λ)
∂λ

λi

for window i



alchemlyb
• O Beckstein (ASU), D Mobley (UC Irvine), M Shirts (U 

Colorado, Boulder)


• David Dotson (ASU), Dominik Wille (Freie Univ. Berlin)


• Silicon Therapeutics (STX) (Bryce Allen, Shuai Liu)



alchemlyb: basic idea

data

data

data

parse

standard 
form 

(pandas 
DataFrame)

preprocess 
standard 

form 
(pandas 

DataFrame)

estimate 

ΔUλi,λj
∀j

∂U(x; λ)
∂λ

λi

ΔA
estimators

• TI 
• BAR 
• MBAR 
• …

preprocessors

• slicing 
• statistical inefficiency 
• equilibrium detection 
• …



TI example

https://alchemlyb.readthedocs.io/en/latest/estimators-ti.html



https://alchemlyb.readthedocs.io/en/latest/estimators-ti.html



https://alchemlyb.readthedocs.io/en/latest/estimators-ti.html
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Nature Struct. Mol. Biol., 23 (2016):248–255

Nature, 501 (2013):573–577.

ion binding in 
different states?



Absolute binding free energies: alchemistry

• Windowed alchemical free energy calculations (TI or MBAR)
• 150 ns – 250 ns per lambda window (Coulomb/vdW decoupling) for 

21+21 windows… ~8 µs (!)
• Position restraints (and analytical removal)
• Additional repulsive ion-ion potential to enforce one-ion occupancy 

(rigorously removed in calculation)

+ + +

+

equivalent

(analytic)

Ion-in-solvent

NapA complex

alchemical binding pathway

a. b. c. d.

e.f.g.

h.

i.

j.

Figure 6.1: The alchemical pathway chosen for calculating the absolute binding free energy of Na+. This pathway
requires simulations performed with the full NapA complex (orange), as well as simulations of only the ion in NaCl
solution (green).

in the pathway. Next, we (c) add a repulsion on the restrained ion that only acts on
the other Na+ ions in the system (see Section 6.2.2), so that another ion does not bind
to the protein once the restrained ion has been decoupled from everything else; this is
needed to compute a true single-ion free energy. Finally, we (d) remove the Coulomb
interaction from the ion, and then (e) the Van der Waals interaction. At this point
the ion is no longer interacting with the protein, and only weakly interacting with
the other Na+ in the system.

The remainder of the cycle is performed with simulations of the ion in water, as
part of an NaCl solution. The decoupled ion with repulsion in (e) is equivalent to
the decoupled ion with repulsion in solution, still spatially-restrained (f). We can
calculate the cost of removing the restraint in the isotropic conditions of the ion in
solution analytically (see Section 6.5.1), resulting in (g) a free ion with a repulsion
toward the other Na+ in the system. We then (h) remove the repulsion to give a
completely decoupled ion. Finally, we (i) add back the ion’s normal Van der Waals
interactions with the rest of the system, and then (j) return its Coulomb interaction
as well. The end points of this cycle give (a) the bound state, and (j) the unbound
state for the system. This “double-annihilation” approach is now well-established
in the field for calculating absolute binding free energies [166,167]. The Na+ repulsion,
however, is a novel feature, and the way it is introduced has a minimal impact on the
resulting free energies (See Sections ?? and 6.3).

Each leg of this pathway features a change in the system Hamiltonian, and over
each leg we can obtain a reasonably-converged �G

l

. A given leg represents many
simulation windows, each performed with a Hamiltonian at a point along the linear
interpolation between the Hamiltonians on each end of the leg:

H
l�

= (1� �)H
l0 + �H

l1 (6.1)

Note, however, that for switching o↵ the Van der Waals interaction using a soft-
core Lennard-Jones potential [168], which we use in this study, H

l�

is not a simple

99



Amount of raw free energy data

NapA FEP simulations (one free energy)

windows time µs size GB total time 
µs

total size 
(GB)

VDW 21 0.25 3.865 5.25 81.165
Coulomb 21 0.25 3.865 5.25 81.165
repulsion 3 0.01 0.16 0.03 0.48
restraint 11 0.01 0.16 0.11 1.76

10.64 164.57

• conformations: IF and OF (2)
• protonation states: 3 
• repeats: x2 (some)
• ~12 sets of simulations: ~2 TB (in ~130,000 files)



Absolute binding free energies: alchemistry

D156 D157 K305 ΔG0 (kJ/mol)
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Figure 6.2: Convergence of ion-in-solvent legs. For each of the coulomb, vdw, and repulsion legs of the alchemical
pathway, we plot the calculated �Gl using increasing amounts of data from each simulation window. The first 5 ns of
all simulations was discarded, in all cases, so e.g. the point at 30 ns uses 25 ns of simulation data from each simulation
in the leg. All simulations were sampled at 20 ps intervals. For each of these legs, we observe convergence in 50 ns of
simulation time to within 1 kJ/mol.

that across all states, the cost of adding the repulsion to the bound ion is practically
unmeasurable. The next smallest contribution to �Gcomp comes from removing the
restraint, which ranges from -2 to -13 kJ/mol. Adding back the Van der Waals in-
teraction to the ion comes at a cost of ⇠20 kJ/mol for each state, while the largest
contribution to �Gcomp by far comes from switching on the Coulomb interaction,
which is a gain of ⇠450 to ⇠500 kJ/mol, depending on the state.

Convergence plots for each state are given in Figure 6.3. The repulsion legs con-
sistently show a value of ⇠ 0.0 kJ/mol across all sttes, and the convergence plot
serves as a check that this remains true. For the restraint legs, we see variation in
<.5 kJ/mol, suggesting that with only 10 ns of time for each simulation (amounting
to 5 ns per window; see Section 6.2) for each window we can obtain converged results.

The picture is more complicated for the Van der Waals and Coulomb legs. We see
variation of ⇠1.5 kJ/mol for the Van der Waals legs, with what looks like convergence
to within ⇠.5 kJ/mol using 65 ns of data for each simulation (with two independent
repeats for each window, giving 120 ns of total data for �Gcomp,vdw calculation). For
the Coulomb legs, it is not clear that our reported values are converged to within 1
kJ/mol, even with 65 ns for each simulation. All simulations are being extended to
80ns to test convergence but even these preliminary results demonstrate what appear
to be nearly converged absolute binding free calculations. It should be noted that
binding free energies accurate to 1 kcal/mol (4.2 kJ/mol) are considered “chemically
accurate” [178].

6.3.3 Absolute binding free energies

From the �G
l

for each leg, we can calculate the absolute binding free energy of
Na+ for each of the conformations and charge states we examined (Equation 6.2).
These are listed in Table 6.4.

We see that between the two conformations, inward-facing (IF) and outward-facing
(OF), there is a clear preference for Na+ binding to the inward-facing state. This is
consistent with the physiological role for this transporter, as it is advantageous for
transport of Na+ out of the cell if the a�nity for Na+ is weaker in the OF state [180].

105

Na+ ion in CHARMM TIP3P water

ΔGhydration (kJ/mol)
Coulomb –382.7±0.2

VdW 8.81±0.05
repulsion –0.258±0.005
restraint –17.84

total –392.0±0.2

Convergence of ion hydration calculation

https://github.com/alchemistry/alchemlyb

DG0

i = DG0

protein+ion,i � DG0

hydration
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Convergence of protein–ion calculations

• Very slow convergence 
of Coulomb

• Slow degrees of freedom 
(e.g., D157 χ1 dihedral)
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Figure 6.3: Convergence of complex legs. For each of the vdw, coulomb, repulsion and restraint legs of the alchemical
pathway, we plot the calculated �Gl using increasing amounts of data from each simulation window. The first 5 ns of
all simulations was discarded, in all cases, so e.g. the point at 30 ns uses 25 ns of simulation data from each simulation
in the leg. All simulations were sampled at 20 ps intervals. For each of these legs, except for the coulomb legs, we
observe convergence to within 1 kJ/mol with the simulation time performed.

the largest component of the binding free energies, the �Gcomp,coulomb contributions
from the Coulomb-switching legs, to within 1 kJ/mol are not yet guaranteed, but the
di↵erences between the states studied are robust against further variations in these
values.

Before further conclusions can be drawn, however, there are a number of additional
considerations. First, to calculate apparent binding a�nities (apparent Ka), we must
take into account the S1 charge state, in which D157 is protonated (see Figure 4.10.
Obtaining the binding free energy for this state in the same way as for S2 and S4 is
not possible, as Na+ does not bind on its own. It would thus be di�cult, and perhaps
impossible, to obtain converged values for �Gcomp,restraint in the way we have done
here, as the window with � = 0 (no restraint), the ion will leave the binding pocket.
Another approach, such as alchemically changing the protonation state of D157 after
applying the restraint to the ion, is possible, but features other considerations such
as adding and removing whole charges (see below).

Second, once we possess converged �G
b

values for each of the relevant charge
states, combining these to estimate an apparent Ka requires knowing the relative
probability of each state. In principle these can be obtained to some accuracy using
data from CpHMD simulations [33,181], but these simulations are expensive to perform.
We are exploring how accurately we can expect to obtain relative probabilities using
less expensive methods, such as PROPKA [112].
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Challenge

• data analysis is cumbersome and slow(ish), even with 
dask on a 6 core workstation (hours)

• on-demand analysis with all current data/while new 
data is coming in?

• run on HPC system (e.g. XSEDE PSC Bridges)?


