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Abstract. We discuss the problem of earthquake forecasting in the context of new 
models for the dynamics based on statistical physics.  Here we focus on new, 
topologically realistic system-level approaches to the modeling of earthquake faults.   We 
show that the frictional failure physics of earthquakes in these complex, topologically 
realistic models leads to self-organization of the statistical dynamics, and produces 
statistical distributions characterizing the activity, notably the Gutenberg-Richter 
magnitude frequency distribution, that are similar to those observed in nature.  In 
particular, we show that a parameterization of friction that includes a simple 
representation of a dynamic stress intensity factor is needed to organize the dynamics.  
We also show that the slip distributions for synthetic events obtained in the model are 
also similar to those observed in nature 
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1.  Introduction 
 

 (Unlisted Refs from Rev Geophys. paper unless noted).  Earthquakes have 
great scientific, societal, and economic significance. During the first three months of 
2001, the January 13, 2001 magnitude 7.6 El Salvador earthquake, the January 26, 
magnitude 7.9 Gujarat, India earthquake, and the February 28, 2001 magnitude 6.8 
Seattle, Washington, USA event killed thousands of persons and caused billions of 
dollars in property losses. The January 16, 1995 Kobe, Japan earthquake was only a 
magnitude 6.9 event and yet produced an estimated $200 billion loss. Despite an active 
earthquake forecasting/prediction program in Japan, this event was a complete surprise. 
Similar scenarios are possible in Los Angeles, San Francisco, Seattle, and other urban 
centers around the Pacific plate boundary.   

 
 The magnitude of the potential loss of life and property in earthquakes is so great 

that reliable earthquake forecasting has been a long-sought goal. Examples of recent large 
earthquakes affecting life and property include the January 13, 2001 magnitude 7.6 El 
Salvador earthquake, the January 26, magnitude 7.9 Gujarat, India earthquake, and the 
February 28, 2001 magnitude 6.8 Seattle, Washington, USA event.  Many millions of 
dollars and many thousands of work years have been spent on observational programs 
searching for reliable precursory phenomena.   Possible precursory phenomena include 
changes in seismicity, changes in seismic velocities, tilt and strain precursors, 
electromagnetic signals, hydrologic phenomena, and chemical emissions (Turcotte, 1991; 
Scholz, 2002). A few successes have been reported, but to date, no precursors to large 
earthquake have been detected that would provide reliable forecasts (Nature, 1999).  

 
 In terms of data acquisition several major approaches are currently being 

emphasized. These include:  
 

1. Paleoseismic observations of historic earthquakes whose occurrence and locations 
are preserved in offset surface sediments;  

2. Patterns of seismicity (origin time, location, magnitude of earthquakes);  
3. Surface deformation measured via Global Positioning System (GPS) networks 

such as the Southern California Integrated GPS Network (SCIGN), and the Bay 
Area Regional Deformation (BARD) network (SCEC; Nature, 1999).  

4. Synthetic Aperture Radar Interferometry (InSAR) observations of surface 
displacement. Observations of these data types are also planned as part of the 
Earthscope NSF/GEO/EAR/MRE initiative. In fact, the Plate Boundary 
Observatory (PBO) plans to place more than a thousand GPS, strainmeter, and 
deformation sensors along the active plate boundary of the western coast of the 
United States, Mexico and Canada, at an eventual cost in excess of $100 million 
(Nature, 1999).  

 
It is clearly a very high priority to utilize this wealth of new data to better understand 

the fundamentals of earthquake occurrence. This understanding can improve several 
aspects of the earthquake hazard. For example:  
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1. Risk assessment. Determining the probability of the occurrence of an earthquake 
of a specified magnitude in a specified area within a specified time window.  

2. Earthquake forecasting (prediction). Finding patterns of behavior that can provide 
statistically acceptable forecasts of future major earthquakes.  

 
2.  Earthquakes 

 
 Numerical Simulations.  Earthquakes are a complex nonlinear dynamical 

system, so that techniques appropriate for the study of linear systems have not been of 
much use.  There are two serious drawbacks to a purely observational approach to the 
problem of earthquake forecasting: 1) Inaccessible and unobservable stress-strain 
dynamics, and 2) Multiscale dynamics that cover a vast range of space and time scales.  
Because of these fundamental problems, the use of numerical simulations, together with 
theory and analysis, is mandatory if we are to discover answers to the questions above.  
Correspondingly, all types of earthquake-related data, including seismic, geodetic, 
paleoseismic, and laboratory rock mechanics experiments must be employed.  The data 
are used both to determine physical properties of the models we simulate, a process of 
data assimilation, as well as to critically test the results of our simulation-derived 
hypotheses, so that future hypotheses can be developed.   

 
 Unobservable Dynamics.  Geologic observations indicate that earthquake faults 
occur in topologically complex, multi-scale networks that are driven to failure by external 
forces arising from plate tectonic motions (Scholz, 1990; Rundle et al., 2000; Rundle et 
al., 2001; Ward, 2000).  The basic problem in this class of systems is that the true stress-
strain dynamics is inaccessible to direct observations, or unobservable.  For example, the 
best current compendium of stress magnitudes and directions in the earth’s crust is the 
World Stress Map (Zoback, 1992), entries on which represent point static time-averaged 
estimates of maximum and minimum principal stresses in space. Since to define the fault 
dynamics, one needs dynamic stresses and strains for all space and time, the WSM data 
will not be sufficient for this purpose.   
 

    Conversely, the space time patterns associated with the time, location, and 
magnitude of the earthquakes are easily observable.  Our scientific focus is therefore on 
understanding how the observable space-time earthquake patterns are related to the 
fundamentally inaccessible and unobservable dynamics, thus we are developing new 
data-mining, pattern recognition, theoretical analysis and ensemble forecasting 
techniques.  In view of the lack of direct observational data, any new techniques that use 
space-time patterns of earthquakes to interpret underlying dynamics and forecast future 
activity must be developed via knowledge acquisition and knowledge reasoning 
techniques derived from the integration of diverse and indirect observations, combined 
with a spectrum of increasingly detailed and realistic numerical simulations of candidate 
models.   

 
 Multiscale Dynamics  The second problem is that earthquake dynamics are 
strongly coupled across a vast range of space and time scales that are both much smaller 
and much larger than “human” dimensions (GEM; ACES; SCEC; Mora, 1999; 
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Matsu’ura, 1999).  The important spatial scales span the range from the grain scale, of 1 
nm to 1 cm; the fault zone scale, at 1 cm to 100 m; the fault segment scale, at 100 m to 10 
km;  the fault system or network scale, at 10 km to 1000 km; finally to the Tectonic plate 
boundary scale in excess of 1000 km.  Important time scales span the range from the 
source process time scale of fractions of seconds to seconds; to the stress transfer scale 
of seconds to years; to event recurrence time scales of years to many thousands of years; 
finally to the fault topology evolution scale, in excess of many thousands of years up to 
millions of years.  There is considerable evidence that many/most/all of these spatial and 
temporal scales are strongly coupled by the dynamics.  Consider, as evidence, the 
Gutenberg-Richter relation, which is a power law for frequency of events in terms of 
cumulative event sizes.  Power laws are a fundamental property of scale-invariant, self-
organizing systems (Vicsek, 1989; Gouyet, 1996) whose dynamics and structures are 
strongly coupled and correlated across many scales in space and time.  If the dynamics 
were were instead unconnected or random, one would expect to see Gaussian or Poisson 
statistics. 
 

    Simulations can help us to understand how processes operating on time scales of 
seconds and spatial scales of meters, such as source process times in fault zones, 
influence processes that are observed to occur over time scales of hundreds of years and 
spatial scales of hundreds of kilometers, such as recurrence of great earthquakes.  
Numerical simulations also allow us to connect observable surface data to underlying 
unobservable stress-strain dynamics, so we can determine how these are related.  Thus 
we conclude that numerical simulations are mandatory if we are to understand the 
physics of earthquake fault systems.  

 
3.  The Virtual California Model 
 
 Although all scales are important, we place more emphasis on the fault system or 
fault network scale, since this is the scale of most current and planned observational data 
networks.  It is also the scale upon which the data we are interested in understanding, 
large and great earthquakes, occur.  Furthermore, since it is not possible to uniquely 
determine the stress distribution on the southern California fault system, and since the 
friction laws and elastic stress transfer moduli are not known, it makes little sense to 
pursue a deterministic computation to model the space-time evolution of stress on the 
fault system.  We therefore coarse-grain over times shorter than the source process time, 
which means we either neglect wave-mediated stress transfer, or we represent it in simple 
ways.   

 
 The Virtual California model (Rundle et al., 2000; Rundle et al., 2001) is a 
stochastic, cellular automata instantiation of an earthquake backslip model, in that 
loading of each fault segment occurs via the accumulation of slip deficit φ(x,t) = s(x,t)-
Vt, where s(x,t) is slip, V is long term slip rate, and t is time.  At the present time, faults 
used in the model are exclusively vertical strike slip faults, the most active faults in 
California, and upon which most of the seismic moment release is localized.  Thrust 
earthquakes, such as the 1994 Northridge and 1971 San Fernando faults, are certainly 
damaging, but they occur infrequently and are therefore regarded as perturbations on the 
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primary strike slip fault structures.  The Virtual California model also has the following 
additional characteristics. 

 
1.  Surfaces of discontinuity (faults) across which slip is discontinuous at the time of an 
earthquake, and which are subject to frictional resistance.  Here we restrict the model to 
only topologically complex systems of vertically dipping faults mirroring the complexity 
found on the natural fault networks of southern California. 
 
2.  Stochastic dynamics.  In these models, we are interested in the space-time patterns and 
correlations that emerge from the underlying stress-strain dynamics.  These correlations 
evolve over many hundreds or thousands of years, time scales much longer than the time 
scales associated either with rupture or elastic wave periods.  Most of the elastic and 
frictional parameters for faults and earth materials, although known in the laboratory, will 
likely remain poorly defined in nature.  For this reason, it makes little sense to attempt a 
deterministic solution to the equations of motion.  Instead, we use a Cellular Automaton 
(CA) approach, in which the dynamics is parameterized by random variables chosen from 
well defined probability distributions.   
 
3.  Linear elastic stress transfer or interactions between fault surfaces.  Again, although 
most of the significant parameters associated with rupture, such as friction coefficients 
and friction law constants and functions can be defined and measured in the laboratory, 
current experience indicates they will likely always be poorly known for faults in nature.  
We therefore use quasistatic stress interaction (Green's function) tensors Tijkl(x-x'), which 
we will write henceforth schematically as T(x-x'). 
 
4.  Persistent increase of stresses on the fault surfaces arising from plate tectonic forcing 
parameterized via the backslip method.  This method has the advantage that it matches 
the long term rate of offset V in model faults with the geologically known long term slip 
rate on faults in nature.  Stress increase occurs via the following physics.  The stress 
tensor σij(x,t) is related to the slip sl(x,t) by: 
 
     (1) ( , ) ( ') ( ', )kl

ij k ij lt d T sσ = −∫x x x x tx  

tx

 
Now if x = x’, a positive slip sl(x,t) > 0 results in a decrease in stress, ∆σij(x,t) <  0.  
Therefore, if we write the equation: 
 
     (2) ( , ) ( ') { ( ', ) ( ') }kl

ij k ij l lt d T s t Vσ = − −∫x x x x x
 
where Vl(x) = < sl(x,t)>  is the average long term rate of slip at x’, then the second term - 
Vl(x)t  leads to an increase in the stress, ∆σij(x,t) > 0.  Therefore the second term is the 
stress accumulation term. 
 
5.  Parameters for friction laws and fault topology that are determined by assimilating 
seismic, paleoseismic, geodetic, and other geophysical data from events occurring over 
the last ~200 years in California (Rundle et al, 2001).  
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6.  Frictional resistance laws (Rabinowicz, 1995)  that range from the simplest Amontons-
Coulomb stick-slip friction, to heuristic laws such as slip- or stress rate dependent 
weakening laws based on recent laboratory friction (Tullis, 1996) and fracture 
experiments (Kanninen and Popelar, 1985; Freund; Saxena).  These laws are related to  
rate-and-state and leaky threshold laws (Rundle et al, 2001.   
 
 In general, several of the friction laws described above can be written in the 
following representative, equivalent forms on an element of fault surface: 

 

  ( , )LK V f V
t
σ σ∂

= −
∂

  
 

           (3) 

  
( , )L

sK f
t

σ∂
=

∂
V

 
 

 Here s(x,t) is slip at position x and time t, σ(x,t) is shear stress, KL is the self-
interaction or “stress drop stiffness” and f[σ,V] is the stress dissipation function (Rundle 
et al, 2001).  For example, the "Amontons" or Coulomb friction law, having a sharp 
failure threshold, can be written in the form (2) using a Dirac delta function: 
 

  (
L

)F
s t t
t K

σ δ∂ ∆
=

∂
−       (4) 

 
where the stress drop ∆σ = σ - σR(V) and σR(V) is the velocity-dependent residual stress.  
For laboratory experiments, KL  is the {machine + sample} stiffness, and for simulations, 
represents the stiffness of a coarse-grained element of the fault of scale size L.  δ() is the 
Dirac delta, and tF is any time at which σ(x,tF) =  σF(V).  Both σF and σR  can also be 
parameterized as functions of the normal stress χ by means of coefficients of static µS 
and ("effective") kinetic µK coefficients of friction, σF =  µS χ,  σR =  µK χ.   
 
 In recent work (Rundle et al., 2001), we have introduced another parameter α, 
which allows for stable stress-dependent aseismic sliding.  The process described by α is 
seen in laboratory friction experiments (Tullis, 1996), and is expressed by a 
generalization of equation (4): 
 

  ({
L

F
s t t
t K

) }σ α δ∂ ∆
= + −

∂
     (5) 

 
We found that the parameter α, which can be fixed either through laboratory experiments 
or through field observations (Tullis, 1996; Deng and Sykes, 1997), acts to smooth the 
stress field a fault when α > 0, and to roughen the fault stress field when α < 0.   
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 In the model results that we describe here, we further generalize (5) to include an 
additional term which  depends on rate of stress increase: 
 

  ( )
T

F
s t t
t K t

σ α δ β δ η∂ ∆  ∂= + − + − ∂ ∂  

σ 
    (6) 

 
where β is a constant having appropriate units (stress/time2) and η is a critical stress rate.  
Here KT represents the total spring constant associated with a fault segment.  The last 
term can be considered to be parameterization of effects associated with a dynamic stress 
intensity factor (Kanninen and Popelar, 1985; Freund, 1990; Saxena, 1998).  It is known 
that stress rate effects are important in the process of dynamic fracture, such as might be 
expected during an earthquake.  For example, the stress intensity factor K for mode I 
tensile fracture is thought to be of the form: 
 

  ( ,ID IDK K
t

)Tσ∂
=

∂
       (7) 

 
where T is temperature.  More specifically, for a crack propagating at velocity v, it has 
been proposed that the time dependent dynamic stress intensity factor KD(t) is of the 
general form (Kanninen and Popelar, 1985): 
 
  ( ) ( ) (0) ( )D DK t k v K k v K= = S      (8) 
 
where KS is the static stress intensity factor.   While not of the exact form of either 
equation (7) or (8), equation (6) is an expression of the idea that the onset of earthquake 
sliding depends on the stress rate through a critical threshold value η.    
 
 In the simulations described below, we implement equation the physical process 
described by equation (6) in our Virtual California CA simulations as follows.   We 
define the Coulomb Failure Function CFF(x,t): 
 
  ( , ) ( , ) SCFF t t ( ,t)σ µ χ= −x x x      (9) 
 
According to the first term in equation stable slip can occur with amplitude proportional 
to α for nonzero ∆σ.  In addition, according to the second term, unstable failure of a fault 
occurs of when CFF(x,t) = 0.  To implement a failure mechanism in a simple way that 
demonstrates physics similar to the third term, we allow unstable slip of amplitude: 
  

  ( , ) ( , )S K

T T

t ( µ - µ ) t
K K

σ χσ −∆
=

x x      (10) 

 
when the condition: 
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  ( , )Log { CFF t }
t

η∂
∂

x−       (11) >

 
where typically 0 < η < 1, or in discrete terms: 
 

  ( , ) ( , )
( , )

CFF t CFF t t
CFF t

η− +∆
>

x x
x

     (12) 

 
In equation (12), we interpret ∆t as being the time since the beginning of the earthquake 
at time t.  Implicitly, it is assumed in (6), (11) and (12) that: 
 

  ( , ) ( ') (kl
k ij l

Interseismic

t d T V
t

ση ∂
>> = − −

∂ ∫
x x x x ')x    (13) 

 
i.e., that the η-value for stress-rate triggering is much larger the stress rate characterizing 
interseismic stress accumulation. 
 
4.  Results and Conclusions 
 
 Fault Model.  The fault model we used in the Virtual California simulations 
described here is shown in figure 1.  It is a far more detailed representation of the faults 
used for the southern California model described in earlier work (Rundle et al., 2001).  
The geometry of most of southern California is based upon Table 2 of Deng and Sykes, 
1997, which ostensibly contains all southern California faults with slip rates of at least 3 
mm/yr.  The faults are split into individual, straight segments, each of which the authors 
claim historically fails as a unit.  Other fault parameters were taken from the table of 
values compiled by Barnhard and Hanson for the USGS 1996 Hazard Maps, found at 
http://geohazards.cr.usgs.gov/eq/faults/fsrpage01.html.  Further details of construction for 
this instantiation of the Virtual California model will be provided elsewhere (Rundle et 
al., 2003).  Table 1 shows the faults that are used in the model, and identifies the 
segments associated with them.  One important fact to note is that all fault segments in 
the model extend from the surface to 15 km depth, and all are approximately 10 km in 
length along strike.  Thus the model uses fully three dimensional elasticity.  Slip on the 
segments is constant over each segment, but depth dependent slip will be examined in 
future models currently under development. 
 

In the results presented below, we examined two types of failure physics, to 
determine the effects that can be seen on the Gutenberg-Richter magnitude frequency 
relation.  These two types are I, dynamic fracture weakening (equation 12) is used only 
on the San Andreas fault proper, both northern and southern California branches; and II, 
dynamic fracture weakening is used for all faults in the model.  The first type, dynamic 
weakening on only the San Andreas, may be of interest under the hypothesis that the 
most dominant fault in the system, the fault that ruptures most frequently in the largest 
events, has a different type of rupture physics than other faults.  In all models examined, 
we take α ≈ .1/TR for most fault segments, where TR is the recurrence interval that would 

http://geohazards.cr.usgs.gov/eq/faults/fsrpage01.html
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be observed on the fault segment if it were in isolation (i.e., not interacting with other 
faults).  The exception is that α ≈ .45/TR  for the northern branch of the San Andreas 
fault, where we have found that the geometric complexity of the model seems to inhibit 
the occurrence of the large earthquakes that are observed to occur there in nature.  Two 
examples of typical large earthquakes on the northern and southern San Andreas fault are 
shown in figures 2 and 3. Note particularly that the segments participating in the event 
are not entirely contiguous, but that there are smaller, discontinuous groups of slipped 
segments participating in the event as well.  The epicentral segment is shown as a darker 
rectangle in both figures.  The earthquakes shown in figure 2 and 3 are taken from a 
model of type I.   

 
Statistics.  Figures 4 and 5 show the Gutenberg-Richter (GR) magnitude-

frequency relation, with figure 4 associated with physics of type I (dynamic weakening 
on San Andreas only), and figure 5 associated with physics of type II (dynamic 
weakening on all faults).  The magnitude m is defined in terms of the seismic moment M 
in the usual way: 

 
( , )M s t dµ= ∫ x x         (14) 

 

10
2
3

6.0m Log M= −         (15) 

 
where s(x,t) is the slip at x at time t, µ is the shear modulus, and the integral is taken over 
all fault segments that slipped in the event at time t.  The constant 6.0 is appropriate for 
variables in SI units. 

 
It should be noticed first that the GR relation is strongly influenced by the 

minimum scale of fault segments in the model.  The area of these segments is 
approximately 10 km (length) x 15 km (depth), corresponding roughly to a m ~ 6 
earthquake.  It is for that reason that a breakdown in scaling at about the m ~ 6 level is 
seen in both figures 4 and 5.  At the other end, a cutoff of events is seen about m ~ 8, 
similar to observations in nature.  In each plot, the filled circles correspond to simulations 
of 2000 years, having η = 1;  the filled squares to simulations having η = .75; and the 
filled diamonds to simulations having η = .5 .  In each figure, there is also a dashed line 
of slope = 1 drawn in the range between 6.5 < m < 7.5 for comparison with the points.  
Gutenberg-Richter b-values determined by fits to the curves corresponding to each 
symbol are given on the figure, and all are near the observed value of b ~ 1.   

 
The various GR curves are all normalized, i.e., we plot the cumulative number 

N(>m) / N(>-∞).  In figure 4, the total number of events is 3475 for η = 1 (circles); 2323 
for η = .75 (squares); and 1529 for η = .5 (diamonds).  In figure 5, the total number of 
events is 3488 for η = 1 (circles); 2216 for η = .75 (squares); and 1330 for η = .5 
(diamonds).  These numbers confirm the obvious conclusion that the physics 
corresponding to dynamic weakening with η < 1 allows small earthquakes to grow into 
larger earthquakes more easily than for η = 1.   
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From the curves shown in figures 4 and 5, there is not a great deal of difference 

between the GR curves with dynamic weakening on all faults, as compared to dynamic 
weakening on only the San Andreas fault.  The lone exception is at  η = .5 where the 
effect is greatly magnified for the case of weakening on all faults.  Finally, it can be 
easily seen that smaller values of η lead to significant increases in the number of large 
earthquakes, with a corresponding depletion in the number of smaller earthquakes.  We 
may presume that if there were no lower limit on earthquake size, the depletion of events 
near m ~ 6 would be compensated by smaller events that coalesce into larger events. 
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Table Caption. 
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Figure Captions 


