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Abstract—Service Oriented Architecture perfectly manifests
itself in Web services, which create seamless andokely-
coupled interactions. Web service utilizes supponie
functionalities such as security, reliability and & on. These
functionalities are called as handlers, which incrmentally add
new capabilities. However, adding new handlers intothe
execution path may cause performance and scalabiyit
problems. Distribution of handlers solves these ptdems by
providing abundant computing resources. However, plling a
handler out of its native place and positioning itaway from
Web service endpoint brings additional costs. Henceve will
investigate the overhead of handler distribution fo various
environments.

Keywords-Web Service, Distributed Computing, Handler
Structure, Multi-core

I, INTRODUCTION
Web service

standard means of interoperating software apptinafi
running in variety of platforms[1]. It utilizes WeSBervice
Description Language (WSDL) to provide a standaag o
define services [2]. A Web service can be publisted
Universal Description Discovery and Integration (QID
registry to be discovered and defined how to beradted
over Internet [3]. In addition, Web service framekaises
Simple Object Access Protocol (SOAP) as de-facodard

to exchange structured information [4]. Requestsl an
responses travel within SOAP messages. Hence, Web II.
services strongly employ SOAP processing engined an

transport helpers to contribute the interactiondiese
functionalities are combined in middleware systeatiecl

is defined by World Wide Web
Consortium (W3C) as a software system that provides
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service capabilities, they may complicate a service
interaction because of having too many handlews single
processing chain. This may be inevitable in som&aton

to offer necessary qualities. On the other handdleas can
become autonomous processing nodes. Hence, thelgecan
separated away from the service endpoint with itention

of creating more powerful, efficient, scalable anddular
service environment. Web service architecture srtpphis
separation without harming correctness of the eatu
When handlers are deployed away from a service@ngp
they become individual applications running without
knowing each other. Hence, the detached and distdib
handlers are needed to be orchestrated and masagédt
they can achieve the execution, which was sucdgssfu
happening before.

There are several reasons to separate a handbettieo
service endpoint. We may need to benefit from &alukd
resources such as processor, memory and storage. $pa
may want to have a powerful architecture by offgrim
more modular and scalable structure. We may need to
increase usability. Finally, we may successfullfraduce
concurrency to the handler execution. However,tladise
advantages do not come for free. The additional
requirements for the orchestration and managemiettieo
message execution bring extra burden to the setvice
Hence, we will investigate overhead for the disttibn of
Web service handler.

DISTRIBUTING HANDLERS

Handlers are very necessary architectural compsnent
of Web service framework. Distribution of the haerdl to
the individual physical and/or virtual machines \pdes

Web service container, which essentially hides thenany advantages and opens doors to the immense
complexity of SOAP processing and details of messagcomputing resources. The computing power of mashine

transportation.

Web service employs additional functionalities, ethi
are called handlers, by utilizing the extensibiligature of
SOAP. Depending on the service container,
functionalities can be called as filters too. Gatlgr a Web
service container provides a handler processinglipg so
that many handlers can contribute to a serviceanot®n. In
other words, many capabilities can be incrementadigied
to a service interaction. Even though handlers awer

almost doubles every year following the projectioh
Moore’s law[5], the network speed also catches ith the
same pace. Hence, the obtainable computing power

theséncreases steadily. Moreover, many other resousiss

became accessible such as application softwamaggoand
sensor and so on. We may hit barrier if we insistitilize
single machine for Web services while we can acoeasy
computing resources in the remote places. Therefoee
build architecture to distribute handlers, showiigure 1.



@@ & Distributed Handlers

On the top, an orchestration mechanism is introdiutce
coordinate tasks [14]. Additionally, supportive chanisms

SOAP . . .
JHTTP are provided to manage a message execution. Queuing
systems, data structures are those entities thaivave to
mention for the architecture.
Service Handler .  MEASUREMENTSAND ANALYSIS
Endpoint Distributer
A. Methodology
In order to calculate the overhead resulting frdma t

handler distribution, we utilize Apache Axis enviroent. It
Figure 1 : Distributing Handlers benefits sequential execution for the handlers. dttan
cannot be distributed to exploit additional resegr¢l5].

In general, conventional handler structures does naDn the other hand, DHArch is able to distribute diars.
benefit from handler distribution. JAX-RPC [6], Ag®e  Additionally, handlers can be executed concurrerily
Axis [7] and Web Service Enhancement (WSE) [8] dgpl using both pipelining and handler parallelism.
handlers into the computer where the service emdpoi For the sake of the fairness, the results have been
resides. On the other hand, there exists a workswho gathered by utilizing the same environments. Thedheas
intention is to distribute the handlers. DEN/XSUdrgets are completely same. The number of the handlernin a
directly to the Web Service security processingpste execution is also equal in every step. The onlfedihce is
without touching the service logic at all [9, 1@]tears and the distribution. Measurement starts with 1 handiEne
granulates the security processing node and defhieysub- number of the handler is increased by 10 in eveay.3We
tasks as individual services. This approach setsxample continue to add the same handler into the execuiath

to distribute the handlers as Web services. until having 50 handlers. Figure 2 illustrates hdlae
Utilizing Web service approach for the handlershandlers are deployed in Apache Axis.
provides several benefits. The first benefit isoto able to Every measurement is observed 100 times; a client

remove bottlenecks from the SOAP processing pipelinperforms the same requests 100 times in every Slefhe
with a very well-known style. Additionally, servideased- end of the measurement, the service elapsed times a
approach improves the interoperability of the dgplent.  collected and an average value is calculated. Afiinering
Moreover, this approach is able to utilize the $aiblat have the values in both environments, the overhead lsulzded
been already implemented for the Web services. with the following formula:

On the other hand, we follow a different approasie Overhead = (Tdharch — Taxis) / N (1)
have created an architecture, Distributed Handler Where, Tdharch is the elapsed time of a service
Architecture (DHArch), to provide a scalable, affint and  utilizing DHArch. Taxis is the elapsed time of ardee
modular environment for the handlers. It is basjcal  utilizing Apache Axis. N is the number of the hadlin
distributed Web service handler container, a sfizeth the deployment.
middleware system. It basically removes the bottbs Any performance improvement mechanism such as
from SOAP processing pipeline by using additionalparallel execution is not exploited to find out tphere
resources and providing an environment for theritlised  overhead added over the non-distributed execution.
execution. Handlers are running sequentially with the samelitimms

DHArch efficiently distributes handlers to the \ars  in the distributed environment too. The same dgpknt
environments. It is able to utilize a cluster @wning strategy is applied in the distributed environmeiigure 3
heterogeneous computers as well as a single comput@ustrates the sequential deployment of the disted
utilizing multiple processors or cores. It is cajalf handlers. Handlers are deployed to a separate worgp
executing distributed handlers in a single processachine  resource such as core, processor or physical nechin
too. In this scenario, virtual machines provide assary

distributed environment. Web Service Container

DHArch is able utilizes a Message Oriented Middleava Service
(MOM) for the transportation purpose. MOM is a pofuk @—N D o0 00O Endpoin
tool to provide asynchronous, reliable, efficierglidery e N number of Handler

mechanism. In addition to excellent messaging dépalit

can provide a queuing mechanism for the handlecigian Figure 2 : Apache Axis sequential handler deploymerto measure the
to regulate the message flow [11, 13]. overhead



Table 1 : Overheads of a handler distribution in tle multi-core system
for the increasing number of handlers in the execitn path

- Number of
=} o0 000 handlers 1 10 20 30 4( 50
N number of Handler Overhead
(msec) 452 459 46B 44681 4.60 459

Adding a new handler into the execution path lihear
increases the processing time. This pattern is &edhe

< distributed environment as well. The formula 1 ppléed to
calculate the overhead. We observe that the ovériea
DHArch almost equal for the increasing number of handbengch
are added to the execution path. Table 1 shows the
Service numerical values. Adding new handlers does noteauns
S — Gateway ndpoin unreasonable fluctuation. This is an expected onécérom
TP a stable and scalable system. Of course, we simmtiédthat
the pattern should be expected to change whenysiers
Figure 3: DHArch Seq“e“ti%'v';":‘rr]‘g;edr deployment to reasure the resources start saturating. However, we do not axet
We give a special attention to the measurements iwe average number of handlers in a single exetutio

. - L e ds 50.
multi-core system. The utilized machine in this exqment excee . _
has 1.2 GHz UltraSPARC T1 processor that contains 8 .For the s_econ@ environment, a cluster sharing LAN
cores running Solaris Operating System, 4 threadsore, environment is utlized to measure the .overhea.dne.é’h
with 8GB physical memory. The second environmend is computers are “S.ed for th? deployment in th_e disteed
cluster sharing a Local Area Network. The compuitetis environment. Sgrwpg endpoint and the_ m_essagnigabme
cluster have the same hardware features. Theyautiedora deployed to an individual computer. Similarly, hend are
operating system in Intel Xeon CPU running on 2.MaG distributed to separate individual virtual machines a
and 2GB memory. The last environment is a singleSingle computer. Th? gathered result§ resemblehguset
computer, utilizing single 2.80GHz processor with GB collected in the multi-core system. Figure 5 depithe

memorv. It is running Red Hat Enterprise Linux AS 4re_su_lts. Even though the_ tasks are carried to/f_rtd)m
operati%g syéten? n9 pr nux distributed handlers by using LAN, the overheadoiser

than that in the multi-core system. Table 2 sholws t
B. Measurements numerical values. This illustrates that the proocespeed
affects the overhead more than the network speedideis
The first experiment is conducted in multi-coreteys. ~ configurations do not have network latency. Howewee
We initially collected the results in Apache Axigrfdler ~must know that the network speed in this hardware
structure. Then, the same scenario is repeatedhén tconfiguration has a minuscule effect due to thegesa the
distributed environment. Figure 4 illustrates thervice computers sharing a LAN. The results would be ctffe if

elapsed time and standard deviation. the coTo%uters use a Wide Area Network (WAN).
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Figure 5 : Comparison of handler execution in Apach Axis and
DHArch for the cluster
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Figure 4: Comparison of handler execution in Apaché\xis and
DHArch for a multi-core system



Table 2 : Overheads of a handler distribution in acluster utilizing
Local Area Network for the increasing number of harllers in the
execution path

Number of

handlers 1 10 20 30 40 5(

Overhead
(msec)

3.3]3.31[3.25/3.29/3.30]| 3.31

Finally, we have conducted the experiment in alsing

processor system. Figure 6 shows the results gathier
this configuration.
configurations, the time for the execution of avesy in the
distributed environment is higher than those in &paAxis
environment because of the overhead resulting fthen
handler distribution. Although this system has stda
processor capability than the previous configuratiand
there is not a message transferring cost cominm filoe
network usage, the overhead is not the smallest Bhis
must be due to thread scheduling. In this confioma
handlers are distributed into virtual machines aadt of
cores, processors or individual physical computerather

words, handlers, service endpoint and messagingebro

share a single processor to execute their taskscd;ehe
thread scheduling causes performance degradatichato
the overhead is not the smallest one.
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Figure 6 : Comparison of handler execution in Apach Axis and

DHArch for a single processor system

Table 3 : Overheads of a handler distribution for asingle processor
system for the increasing number of handlers in thexecution path

Number of

handlers 1 10 20 30 40 5(

Overhead
(msec)

3.74|3.73| 3.72| 3.80| 3.81| 3.79

Similar to the previous hardear

IV. CONCLUSION

Handler is a crucial aspect of Web service architec
because of the key importance in the execution .path
However, the way of utilizing handlers and thenustures
become important when the number of the necessary
functionalities increases. The experiments haveigea us
a clear understanding of the behavior of the distad
environment for the Web service handlers. The @elh
value is mostly affected by the computing power dnel
network speed.

A single processor computer may not be as gootieas t
computer which utilizes additional computing povi@r the
performance wise. It starts to be affected by fesqu
context switches. By exploiting multi-core systendér a
cluster, we are able to remove the limitation ovee
computing resources.

Multiple computers can be efficiently utilized fdine
distributed execution. Each handler may acquire an
individual computer within a network to contribute the
execution with the additional computing power. Even
though there are overheads and obstacles for stebdition
and the management of the execution, the use of the
additional computer provides suitable environmemt the
handlers due to the improvements in the networledpe
especially in Local Area Network (LAN).

Since the computers sharing LAN has more powerful
processors than that utilizing multi-core processiire
overhead in LAN environment is better in the benahm
results. The effect of the message transferring ttos
overhead is minuscule because the distance is ahdrthe
LAN network provides fast message transferring
environment. However, the network latency should be
expected to become main factor for the overheathef
distance increases, especially while utilizing Widesa
Network (WAN). On the other hand, having fasterqessor
in multi-core computers may provide better oppatiun
Additionally, network latency coming from the tréesing
messages between computing nodes can be eliminated
totally. In this situation, multi-core environment®uld be
best option for the handler distribution.

As a result, we witness that the overhead is a#folel
It can be easily compensated by exploiting the athges,
which are originated from the utilization of addital
distributed resources. These benefits may evenigwov
substantial gains. One of the ways is to utilizeael
execution for the distributed handlers.
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