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Abstract:
Scientific computing applications employ a varied number of data sources, data processing applications and visualization tools usually located over geographically distributed environments. There is a need to combine these geographically disparate services and link them together to form a complete application. Although this issue has been partially resolved using high performance messaging systems such as NaradaBrokering [NB], there is still an issue of deploying and managing the actual broker network and the application components.

The core issue of manageability of application components involves setting up various components (such as the virtual broker network) and linking various data sources, processing applications and visualization tools in a service oriented workflow. We have developed a scripting architecture to help manage some of the core issues. HPSearch [HPSearch] allows us to deploy the broker network topology and also modify it at runtime by creating links between brokers or deleting existing links. This is helpful in changing routing characteristics of the messaging substrate at runtime to improve performance. Further, HPSearch contains a container component, WSProxy, which helps to deploy quick data filtering and processing applications or wrap existing applications as Web Services. WSProxy also manages data input / output by mapping input and output data streams to NaradaBrokering topics. The overall application then can be setup and the execution of components may be orchestrated by using the HPSearch’s scripting architecture.
We demonstrate the use of this application in GIS services by modeling the RDAHMM [RDAHMM] and Pattern Informatics applications. In each case we setup the broker network using the scripting interface. The next step is to initialize the components of our system (involves subscribing / publishing to correct topics and linking components together). The flow is then started by sending an appropriate message to the data source. As the data source publishes data onto the specified topic, this data stream is filtered by the data filtering service and resultant data is passed onto the data processing application. This stream may be formed from mined data from a data warehouse or could be directly from a sensor network. After processing, the data may be streamed out to the visualization service.
In addition, we leverage the use of a third party context service [CONTEXT] to maintain session and service information. This information is managed by HPSearch and allows correlating different instances of the same application.
References:
	NB
	Shrideep Pallickara, Geoffrey Fox “NaradaBrokering: A Distributed Middleware Framework and Architecture for enabling Durable Peer-To-Peer Grids” Proceedings of ACM/IFIP/USENIX International Middleware Conference Middleware - 2003, Rio Janerio, Brazil June 2003.
NaradaBrokering Project  @ IU http://www.naradabrokering.org

	HPSearch
	HPSearch Project, http://www.hpsearch.org

	RDAHMM
	A Scripting based Architecture for Management of Streams and Services in Real-time Grid Applications Harshawardhan Gadgil, Geoffrey Fox, Shrideep Pallickara, Marlon Pierce, Robert Granat In Proceedings of the IEEE/ACM Cluster Computing and Grid 2005 Conference, CCGrid 2005, Cardiff, UK

	CONTEXT
	Mehmet S. Aktas, Geoffrey Fox, Marlon Pierce Managing Dynamic Metadata as Context Istanbul International Computational Science and Engineering Conference (ICCSE2005) June 2005


