
HARNESSING THE POWER OF BIG DATA THROUGH 
EDUCATION AND DATA-DRIVEN DECISION MAKING

PREDICTIVE 
MODELING

DATA
SCIENCE

Sponsored by 

A N  E - B O O K   S E R I E S
Publishers of Big Data

BIG DATA
OPEN 

SOURCE
DATA  

ANALYTICS



Bigger. Faster. Better.
Revolution R Enterprise is fast, powerful, and 
scales to fit your needs. 
Perform Big Data Analytics at speed and at scale. R-based analytics 
in-Hadoop and in-Database reduce latency and eliminate sampling. 
RRE is 100% R—get everything you know and love, plus innovative 
Big Data capabilities and management techniques.

© 2014 Revolution Analytics, Inc. All rights reserved.

Learn more! 



Welcome...

David Smith, Chief Community Officer  
Revolution Analytics, @REVODAVID

t



Contents

Delivering Value from  
Big Data with Revolution R  
Enterprise and Hadoop
Bill Jacobs and Thomas W. Dinsmore

51

Data Science and  
Its Relationship to  
Big Data and Data-Driven 
Decision Making   
Foster Provost and Tom Fawcett

5

Predictive Modeling  
With Big Data  
Is Bigger Really Better 
Enric Junqué de Fortuny, David Martens, 
and Foster Provost

19

Educating the Next  
Generation of Data Scientists
Moderator: Edd Dumbill
Participants: Elizabeth D. Liddy, Jeffrey Stanton, 
Kate Mueller, and Shelly Farnham 

38

Photo Credits: Jürgen Fälchle/Fotolia, alarus/Fotolia,  
Dreaming Andy/Fotolia, Jacob O’Brien for Periscopic, 
©Lion TV/422 South PBS 2012/from The Human Face of Big Data



5   |    Liebertpub.com/BIG

Abstract
Companies have realized they need to hire data scientists, academic institutions are scrambling to put together  
data-science programs, and publications are touting data science as a hot—even ‘‘sexy’’—career choice. However, 
there is confusion about what exactly data science is, and this confusion could lead to disillusionment as the con-
cept diffuses into meaningless buzz. In this article, we argue that there are good reasons why it has been hard to 
pin down exactly what is data science. One reason is that data science is intricately intertwined with other impor-
tant concepts also of growing importance, such as big data and data-driven decision making. Another reason is the 
natural tendency to associate what a practitioner does with the definition of the practitioner’s field; this can result in 
overlooking the fundamentals of the field. We believe that trying to define the boundaries of data science precisely 
is not of the utmost importance. We can debate the boundaries of the field in an academic setting, but in order for 
data science to serve business effectively, it is important (i) to understand its relationships to other important related 
concepts, and (ii) to begin to identify the fundamental principles underlying data science. Once we embrace (ii), we 
can much better understand and explain exactly what data science has to offer. Furthermore, only once we embrace 
(ii) should we be comfortable calling it data science. In this article, we present a perspective that addresses all these 
concepts.We close by offering, as examples, a partial list of fundamental principles underlying data science.

Foster Provost1 and Tom Fawcett2

Data Science and Its Relationship  
to Big Data & Data-Driven Decision Making

Find out why the statistical  
programming language R is  
best suited for data scientists and  
how Revolution R Enterprise  
extends R to Big Data.

Additional Content

Learn more!

This article is a modification of Chapter 1 of Provost & Fawcett’s book,  
Data Science for Business: What you need to know about data mining and data-analytic thinking, O’Reilly Media, 2013.
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Introduction

With vast amounts of data now available, compa-
nies in almost every industry are focused on exploit-
ing data for competitive advantage. The volume and 
variety of data have far outstripped the capacity of 
manual analysis, and in some cases have exceeded 
the capacity of conventional databases. At the same 
time, computers have become far more powerful, 
networking is ubiquitous, and algorithms have been 
developed that can connect datasets to enable broader 
and deeper analyses than previously possible. The 
convergence of these phenomena has given rise to the 
increasingly widespread business application of data 
science.

Companies across industries have realized that 
they need to hire more data scientists. Academic in-
stitutions are scrambling to put together programs 
to train data scientists. Publications are touting data 

science as a hot career choice and even ‘‘sexy.’’1 How-
ever, there is confusion about what exactly is data 
science, and this confusion could well lead to disil-
lusionment as the concept diffuses into meaningless 
buzz. In this article, we argue that there are good rea-
sons why it has been hard to pin down what exactly 
is data science. One reason is that data science is in-
tricately intertwined with other important concepts, 
like big data and data-driven decision making, which 
are also growing in importance and attention. An-
other reason is the natural tendency, in the absence 
of academic programs to teach one otherwise, to 
associate what a practitioner actually does with the 
definition of the practitioner’s field; this can result in 
overlooking the fundamentals of the field.

At the moment, trying to define the boundaries 
of data science precisely is not of foremost impor-
tance. Data-science academic programs are being 
developed, and in an academic setting we can de-
bate its boundaries. However, in order for data sci-
ence to serve business effectively, it is important (i) 
to understand its relationships to these other impor-
tant and closely related concepts, and (ii) to begin 

to understand what are the fundamental principles 
underlying data science. Once we embrace (ii), we 
can much better understand and explain exactly 
what data science has to offer. Furthermore, only 
once we embrace (ii) should we be comfortable call-

1 Leonard N. Stern School of Business, New York University  
New York, New York.     

2  Data Scientists, LLC, New York, New York and  
Mountain View, California.  
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ing it data science.
In this article, we present a perspective that  

addresses all these concepts. We first work to disentangle 
this set of closely interrelated concepts. In the process, 
we highlight data science as the connective tissue  
between data-processing technologies (including those 
for ‘‘big data’’) and data-driven decision making. We 
discuss the complicated issue of data science as a field 
versus data science as a profession. Finally, we  
offer as examples a list of some fundamental 
principles underlying data science.

Data Science
At a high level, data science is a set of fundamental 
principles that support and guide the principled ex-
traction of information and knowledge from data. 
Possibly the most closely related concept to data  
science is data mining—the actual extraction of 
knowledge from data via technologies that incorpo-
rate these principles. There are hundreds of different 
data-mining algorithms, and a great deal of detail to 
the methods of the field. We argue that underlying all 

these many details is a much smaller and more  
concise set of fundamental principles.

These principles and techniques are applied 
broadly across functional areas in business. Probably 
the broadest business applications are in marketing 
for tasks such as targeted marketing, online adver-
tising, and recommendations for cross-selling. Data 
science also is applied for general customer relation-

ship management to analyze customer behavior in 
order to manage attrition and maximize expected 
customer value. The finance industry uses data sci-
ence for credit scoring and trading and in operations 
via fraud detection and workforce management. 
Major retailers from Wal-Mart to Amazon apply 
data science throughout their businesses, from mar-
keting to supply-chain management. Many firms 
have differentiated themselves strategically with data 
science, sometimes to the point of evolving into  

data-mining companies.
But data science involves much more than just 

data-mining algorithms. Successful data scientists must 
be able to view business problems from a data perspec-
tive. There is a fundamental structure to data-analytic 
thinking, and basic principles that should be under-
stood. Data science draws from many ‘‘traditional’’ 
fields of study. Fundamental principles of causal analy-

sis must be understood. A large portion of 
what has traditionally been studied within 
the field of statistics is fundamental to data 
science. Methods and methology for visual-
izing data are vital. There are also particu-

lar areas where intuition, creativity, common sense, and 
knowledge of a particular application must be brought 
to bear. A data-science perspective provides practitio-
ners with structure and principles, which give the data 
scientist a framework to systematically treat problems 
of extracting useful knowledge from data.

Data Science in Action
For concreteness, let’s look at two brief case studies of 

“Publications are touting data science  
as a hot career choice and even sexy.“



BIG DATA an e-Book Series Data Science and Big Data

8   |    Liebertpub.com/BIG

analyzing data to extract predictive patterns.  
These studies illustrate different sorts of applications 
of data science. The first was reported in the  
New York Times: 

Hurricane Frances was on its way, barreling across 
the Caribbean, threatening a direct hit on Florida’s 
Atlantic coast. Residents made for higher ground, 
but far away, in Bentonville, Ark., executives at  
Wal-Mart Stores decided that the situation offered 
a great opportunity for one of their newest  
data-driven weapons...predictive technology.

A week ahead of the storm’s landfall, Linda M.  
Dillman, Wal-Mart’s chief information officer, 
pressed her staff to come up with forecasts based 
on what had happened when Hurricane Charley 
struck several weeks earlier. Backed by the trillions 
of bytes’ worth of shopper history that is stored in 
Wal-Mart’s data warehouse, she felt that the  
company could ‘‘start predicting what’s going to 
happen, instead of waiting for it to happen,’’ as  
she put it.2

Consider why data-driven prediction might be use-
ful in this scenario. It might be useful to predict that 
people in the path of the hurricane would buy more 
bottled water. Maybe, but it seems a bit obvious, 
and why do we need data science to discover this? It 
might be useful to project the amount of increase in 
sales due to the hurricane, to ensure that local  
Wal-Marts are properly stocked. 
Perhaps mining the data could 
reveal that a particular DVD 
sold out in the hurricane’s 
path—but maybe it sold out 
that week at Wal-Marts across 
the country, not just where the 
hurricane landing was imminent. The prediction 
could be somewhat useful, but probably more  
general than Ms. Dillman was intending.

It would be more valuable to discover patterns 
due to the hurricane that were not obvious. To do 
this, analysts might examine the huge volume of 
Wal-Mart data from prior, similar situations (such 
as Hurricane Charley earlier in the same season) to 
identify unusual local demand for products. From 

such patterns, the company might be able to antici-
pate unusual demand for products and rush stock to 
the stores ahead of the hurricane’s landfall.

Indeed, that is what happened. The New York 
Times reported that: ‘‘...the experts mined the data 
and found that the stores would indeed need certain 
products— and not just the usual flashlights. ‘We 

didn’t know in the past that strawberry Pop-Tarts 
increase in sales, like seven times their normal sales 
rate, ahead of a hurricane,’ Ms. Dillman said in a 
recent interview.’ And the pre-hurricane top-selling 
item was beer.*’ ’’2

Consider a second, more typical business  
scenario and how it might be treated from a data 

* Of course! What goes better with strawberry Pop-Tarts  
than a nice cold beer?

“From such patterns, the company might 
be able to anticipate unusual demand 
for products and rush stock to the stores 
ahead of the hurricane’s landfall.“
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perspective. Assume you just landed a great analytical 
job with MegaTelCo, one of the largest telecommu-
nication firms in the United States. They are having a 
major problem with customer retention in their wire-
less business. In the mid-Atlantic region, 20% of cell-
phone customers leave when their contracts expire, 
and it is getting increasingly difficult to acquire new 
customers. Since the cell-phone market is now saturat-
ed, the huge growth in the wireless market has tapered 
off. Communications companies are now engaged in 
battles to attract each other’s customers while retaining 
their own. Customers switching from one company to 
another is called churn, and it is expensive all around: 
one company must spend on incentives to attract a 
customer while another company loses revenue when 
the customer departs.

You have been called in to help understand the 
problem and to devise a solution. Attracting new cus-
tomers is much more expensive than retaining existing 
ones, so a good deal of marketing budget is allocated to 
prevent churn. Marketing has already designed a special 
retention offer. Your task is to devise a precise, step-
by-step plan for how the data science,team should use 

MegaTelCo’s vast data resources to decide which cus-
tomers should be offered the special retention deal prior 
to the expiration of their contracts. Specifically, how 
should MegaTelCo decide on the set of customers to  
target to best reduce churn for a particular incentive 
budget? Answering this question is much more  
complicated than it seems initially.

Data Science and Data-Driven 
Decision Making
Data science involves principles, processes, and tech-
niques for understanding phenomena via the (auto-
mated) analysis of data. For the perspective of this arti-
cle, the ultimate goal of data science is improving deci-
sion making, as this generally is of paramount interest 
to business. Figure 1 places data science in the context 
of other closely related and data-related processes in 
the organization. Let’s start at the top.

Data-driven decision making (DDD)3 refers to the 
practice of basing decisions on the analysis of data 
rather than purely on intuition. For example, a mar-
keter could select advertisements based purely on her 

Figure 1. Data science in the context of closely 
related processes in the organization.
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long experience in the field and her eye for what will 
work. Or, she could base her selection on the analysis 
of data regarding how consumers react to different 
ads. She could also use a combination of these  
approaches. DDD is not an all-or-nothing practice, 
and different firms engage in DDD to greater or  
lesser degrees.

The benefits of data-driven decision making have 
been demonstrated conclusively. Economist Erik 
Brynjolfsson and his colleagues from MIT and Penn’s 
Wharton School recently conducted a study of how 
DDD affects firm performance.3 They developed a 
measure of DDD that rates firms as to how strongly 
they use data to make decisions across the company. 
They show statistically that the more data-driven a 
firm is, the more productive it is—even controlling 
for a wide range of possible confounding factors. 
And the differences are not small: one standard  
deviation higher on the DDD scale is associated  
with a 4–6% increase in productivity. DDD also is 
correlated with higher return on assets, return on  
equity, asset utilization, and market value, and the  
relationship seems to be causal.

Our two example case studies illustrate two dif-
ferent sorts of decisions: (1) decisions for which ‘‘dis-
coveries’’ need to be made within data, and (2) deci-
sions that repeat, especially at massive scale, and so 
decision making can benefit from even small increases 
in accuracy based on data 
analysis. The Wal-Mart 
example above illustrates a 
type-1 problem. Linda  
Dillman would like to discover knowledge that will 
help Wal-Mart prepare for Hurricane Frances’s im-
minent arrival. Our churn example illustrates a type-2 
DDD problem. A large telecommunications company 
may have hundreds of millions of customers, each a 
candidate for defection. Tens of millions of customers 
have contracts expiring each month, so each one of 
them has an increased likelihood of defection in the 
near future. If we can improve our ability to estimate, 
for a given customer, how profitable it would be for 
us to focus on her, we can potentially reap large ben-
efits by applying this ability to the millions of custom-
ers in the population. This same logic applies to many 
of the areas where we have seen the most intense 

application of data science and data mining: direct 
marketing, online advertising, credit scoring, finan-
cial trading, help-desk management, fraud detection, 
search ranking, product recommendation, and so on.

The diagram in Figure 1 shows data science sup-

porting data-driven decision making, but also over-
lapping with it. This highlights the fact that, increas-
ingly, business decisions are being made automati-
cally by computer systems. Different industries have 
adopted automatic decision making at different rates. 
The finance and telecommunications industries were 
early adopters. In the 1990s, automated decision 
making changed the banking and consumer-credit 
industries dramatically. In the 1990s, banks and tele-
communications companies also implemented mas-
sive-scale systems for managing data-driven fraud 
control decisions. As retail systems were increasingly 
computerized, merchandising decisions were auto-
mated. Famous examples include Harrah’s casinos’ 

“The benefits of data-driven decision making 
have been demonstrated conclusively.“
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reward programs and the automated recommenda-
tions of Amazon and Netflix. Currently we are  
seeing a revolution in advertising, due in large part  
to a huge increase in the amount of time consumers 
are spending online and the ability online to make  
(literally) split-second advertising decisions.

Data Processing and ‘‘Big Data’’
Despite the impression one might get from the me-
dia, there is a lot to data processing that is not data 
science. Data engineering and processing are critical 
to support data-science activities, as shown in Figure 
1, but they are more general and are useful for much 
more. Data-processing technologies are important 
for many business tasks that do not involve extract-
ing knowledge or data-driven decision making, such 
as efficient transaction processing, modern web  
system processing, online advertising campaign 
management, and others.

‘‘Big data’’ technologies, such as Hadoop, 
Hbase, CouchDB, and others have received consid-
erable media attention recently. For this article, we 

will simply take big data to mean datasets that are 
too large for traditional data-processing systems and 
that therefore require new technologies. As with the 
traditional technologies, big data technologies are 
used for many tasks, including data engineering.  
Occasionally, big data technologies are actually used 
for implementing data-mining techniques, but more 
often the well-known big data technologies are used 
for data processing in support of the data-mining 
techniques and other data-science activities, as  
represented in Figure 1.

Economist Prasanna Tambe of New York Univer-
sity’s Stern School has examined the extent to which 
the utilization of big data technologies seems to help 
firms.4 He finds that, after controlling for various pos-
sible confounding factors, the use of big data technol-
ogies correlates with significant additional productiv-
ity growth. Specifically, one standard deviation higher 
utilization of big data technologies is associated with 
1–3% higher productivity than the average firm; one 
standard deviation lower in terms of big data utiliza-
tion is associated with 1–3% lower productivity. This 
leads to potentially very large productivity differences 

between the firms at the extremes.

From Big Data 1.0 to Big Data 2.0
One way to think about the state of big data technol-
ogies is to draw an analogy with the business adop-
tion of internet technologies. In Web 1.0, businesses 
busied themselves with getting the basic internet tech-
nologies in place so that they could establish a web 
presence, build electronic commerce capability, and 
improve operating efficiency. We can think of our-
selves as being in the era of Big Data 1.0, with firms 
engaged in building capabilities to process large data. 
These primarily support their current operations—for 
example, to make themselves more efficient.

With Web 1.0, once firms had incorporated ba-
sic technologies thoroughly (and in the process had 
driven down prices) they started to look further. They 
began to ask what the web could do for them, and 
how it could improve upon what they’d always done. 
This ushered in the era of Web 2.0, in which new sys-
tems and companies started to exploit the interactive 
nature of the web. The changes brought on by this 
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shift in thinking are extensive and pervasive; the most 
obvious are the incorporation of social-networking 
components and the rise of the ‘‘voice’’ of the  
individual consumer (and citizen).

Similarly, we should expect a Big Data 2.0 phase 
to follow Big Data 1.0. Once firms have become  
capable of processing massive data in a flexible  
fashion, they should begin asking: What can I now 
do that I couldn’t do before, or do better than I could 
do before? This is likely to usher in the golden era of 
data science. The principles and techniques of data 
science will be applied far more broadly and far  
more deeply than they are today.

It is important to note that in the Web-1.0 era, 
some precocious companies began applying Web-
2.0 ideas far ahead of the mainstream. Amazon 
is a prime example, incorporating the consumer’s 
‘‘voice’’ early on in the rating of products and prod-
uct reviews (and deeper, in the rating of reviewers). 
Similarly, we see some companies already applying 
Big Data 2.0. Amazon again is a company at the 
forefront, providing data-driven recommendations 
from massive data. There are other examples as well. 

Online advertisers must process extremely large vol-
umes of data (billions of ad impressions per day is 
not unusual) and maintain a very high throughput 
(real-time bidding systems make decisions in tens of 
milliseconds). We should look to these and 
similar industries for signs of advances in big 
data and data science that subsequently will 
be adopted by other industries.

Data-Analytic Thinking
One of the most critical aspects of data sci-
ence is the support of data-analytic thinking. Skill at 
thinking data-analytically is important not just for 
the data scientist but throughout the organization. 
For example, managers and line employees in other 
functional areas will only get the best from the com-
pany’s data-science resources if they have some basic 
understanding of the fundamental principles. Man-
agers in enterprises without substantial data-science 
resources should still understand basic principles in 
order to engage consultants on an informed basis. 
Investors in data-science ventures need to understand 

the fundamental principles in order to assess invest-
ment opportunities accurately. More generally, busi-
nesses increasingly are driven by data analytics, and 
there is great professional advantage in being able to 

interact competently with and within such businesses. 
Understanding the fundamental concepts, and having 
frameworks for organizing data-analytic thinking, not 
only will allow one to interact competently, but will 
help to envision opportunities for improving data-
driven decision making or to see data-oriented com-
petitive threats.

Firms in many traditional industries are  
exploiting new and existing data resources for com-
petitive advantage. They employ data-science teams 
to bring advanced technologies to bear to increase 

“Similarly, we should expect a big 
data 2.0 phase to follow big data 
1.0 . . . this is likely to usher in the 
golden era of data science.“
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revenue and to decrease costs. In addition, many new 
companies are being developed with data mining as 
a key strategic component. Facebook and Twitter, 
along with many other ‘‘Digital 100’’ companies,5 
have high valuations due primarily to data assets they 
are committed to capturing or creating.† Increasingly, 
managers need to manage data-analytics teams and 
data-analysis projects, marketers have to organize and 
understand data-driven campaigns, venture capitalists 
must be able to invest wisely in businesses with sub-
stantial data assets, and business strategists must be 
able to devise plans that exploit data.

As a few examples, if a consultant presents a  
proposal to exploit a data asset to improve your 
business, you should be able to assess whether the 
proposal makes sense. If a competitor announces a 
new data partnership, you should recognize when it 
may put you at a strategic disadvantage. Or, let’s say 
you take a position with a venture firm and your first 
project is to assess the potential for investing in an ad-

vertising company. The founders present a convincing 
argument that they will realize significant value from 
a unique body of data they will collect, and on that  
basis, are arguing for a substan-
tially higher valuation. Is this  
reasonable? With an understand-
ing of the fundamentals of data 
science, you should be able to 
devise a few probing questions to 
determine whether their valuation 
arguments are plausible.

On a scale less grand, but probably more com-
mon, data-analytics projects reach into all business 
units. Employees throughout these units must interact 
with the data-science team. If these employees do not 
have a fundamental grounding in the principles of 
data-analytic thinking, they will not really understand 
what is happening in the business. This lack of under-
standing is much more damaging in data-science proj-
ects than in other technical projects, because the data 
science supports improved decision making. Data-sci-
ence projects require close interaction between the sci-
entists and the business people responsible for the de-

cision making. Firms in which the business people do 
not understand what the data scientists are doing are 
at a substantial disadvantage, because they waste time 

and effort or, worse, because they ultimately make 
wrong decisions. A recent article in Harvard Business 
Review concludes: ‘‘For all the breathless promises 
about the return on investment in Big Data, however, 
companies face a challenge. Investments in analytics 
can be useless, even harmful, unless employees can in-
corporate that data into complex decision making.’’6

Some Fundamental Concepts  
of Data Science
There is a set of well-studied, fundamental concepts 

“Facebook and Twitter along with many 
other ‘digital 100’ companies, have high 
valuations due primarily to data assets they 
are committed to capturing or creating.“

† Of course, this is not a new phenomenon. Amazon and Google  
are well-established companies that obtain tremendous value  
from their data assets.
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underlying the principled extraction of knowledge 
from data, with both theoretical and empirical back-
ing. These fundamental concepts of data science are 
drawn from many fields that study data analytics. 
Some reflect the relationship between data science 
and the business problems to be solved. Some reflect 
the sorts of knowledge discoveries that can be made 
and are the basis for technical solutions. Others are 
cautionary and prescriptive. We briefly discuss a few 
here. This list is not intended to be exhaustive; de-
tailed discussions even of the handful below would fill 
a book.* The important thing is that we understand 
these fundamental concepts.

Fundamental concept: Extracting useful knowl-
edge from data to solve business problems can be 
treated systematically by following a process with 
reasonably well-defined stages. The Cross-Industry 
Standard Process for Data Mining7 (CRISP-DM) is 
one codification of this process. Keeping such a pro-
cess in mind can structure our thinking about data 
analytics problems. For example, in actual practice 

one repeatedly sees analytical ‘‘solutions’’ that are not 
based on careful analysis of the problem or are not 
carefully evaluated. Structured thinking about analyt-
ics emphasizes these often underappreciated aspects 
of supporting decision making 
with data. Such structured think-
ing also contrasts critical points at 
which human intuition and cre-
ativity is necessary versus points 
at which high-powered analytical 
tools can be brought to bear.

Fundamental concept: Evalu-
ating data-science results requires 
careful consideration of the context in which they 
will be used. Whether knowledge extracted from data 
will aid in decision making depends critically on the 
application in question. For our churn-management 
example, how exactly are we going to use the pat-
terns that are extracted from historical data? More 
generally, does the pattern lead to better decisions 
than some reasonable alternative? How well would 
one have done by chance? How well would one do 
with a smart ‘‘default’’ alternative? Many data science 

evaluation frameworks are based on this fundamental 
concept.

Fundamental concept: The relationship between 
the business problem and the analytics solution often 

can be decomposed into tractable 
subproblems via the framework 
of analyzing expected value. Vari-
ous tools for mining data exist, 
but business problems rarely come 
neatly prepared for their applica-
tion. Breaking the business prob-
lem up into components corre-
sponding to estimating probabili-

ties and computing or estimating values, along with a 
structure for recombining the components, is broadly 
useful. We have many specific tools for estimating 
probabilities and values from data. For our churn 
example, should the value of the customer be taken 
into account in addition to the likelihood of leaving? 
It is difficult to realistically assess any customer-tar-
geting solution without phrasing the problem as one 
of expected value.

Fundamental concept: Information technology 

“Without academic 
programs defining 
the field for us, we 
need to define the 
field for ourselves.“

* And they do; see Http://data-science-for-biz.com.
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can be used to find informative data items from with-
in a large body of data. One of the first data-science 
concepts encountered in business-analytics scenarios 
is the notion of finding correlations. ‘‘Correlation’’ 
often is used loosely to mean data items that provide 
information about other data items—specifically, 
known quantities that reduce our uncertainty about 
unknown quantities. In our churn example, a quan-
tity of interest is the likelihood that a particular cus-
tomer will leave after her contract expires. Before the 
contract expires, this would be an unknown quantity. 
However, there may be known data items (usage, 
service history, how many friends have canceled con-
tracts) that correlate with our quantity of interest. 
This fundamental concept underlies a vast number of 
techniques for statistical analysis, predictive modeling, 
and other data mining.

Fundamental concept: Entities that are similar 
with respect to known features or attributes often 
are similar with respect to unknown features or at-
tributes. Computing similarity is one of the main 
tools of data science. There are many ways to com-
pute similarity and more are invented each year.

Fundamental concept: If you look too hard at a 
set of data, you will find something—but it might not 
generalize beyond the data you’re observing. This is 
referred to as ‘‘overfitting’’ a dataset. Techniques for 
mining data can be very powerful, and the need to 
detect and avoid overfitting is one of the most impor-
tant concepts to grasp when applying data-mining 
tools to real problems. The concept of overfitting and 
its avoidance permeates data science processes, algo-
rithms, and evaluation methods.

Fundamental concept: To draw causal conclu-
sions, one must pay very close attention to the pres-
ence of confounding factors, possibly unseen ones. 
Often, it is not enough simply to uncover correlations 
in data; we may want to use our models to guide deci-
sions on how to influence the behavior producing the 
data. For our churn problem, we want to intervene 
and cause customer retention. All methods for draw-
ing causal conclusions—from interpreting the coef-
ficients of regression models to randomized controlled 
experiments—incorporate assumptions regarding the 
presence or absence of confounding factors. In apply-
ing such methods, it is important to understand their 

assumptions clearly in order to understand the scope 
of any causal claims.

Chemistry Is Not About Test Tubes: 
Data Science vs. the Work of the 
Data Scientist
Two additional, related complications combine to 
make it more difficult to reach a common under-
standing of just what is data science and how it fits 
with other related concepts.

First is the dearth of academic programs focus-
ing on data science. Without academic programs 
defining the field for us, we need to define the field 
for ourselves. However, each of us sees the field 
from a different perspective and thereby forms a 
different conception. The dearth of academic pro-
grams is largely due to the inertia associated with 
academia and the concomitant effort involved in 
creating new academic programs—especially ones 
that span traditional disciplines. Universities clearly 
see the need for such programs, and it is only a 
matter of time before this first complication will 
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be resolved. For example, in New York City alone, 
two top universities are creating degree programs in 
data science. Columbia University is in the process 
of creating a master’s degree program within its new 
Institute for Data Sciences and Engineering (and 
has founded a center focusing on the foundations of 
data science), and NYU will commence a master’s 
degree program in data science in fall 2013.

The second complication builds on confusion 
caused by the first. Workers tend to associate with 
their field the tasks they spend considerable time on 
or those they find challenging or rewarding. This 
is in contrast to the tasks that differentiate the field 
from other fields. Forsythe described this phenom-
enon in an ethnographic study of practitioners in 
artificial intelligence (AI):

The AI specialists I describe view their professional 
work as science (and in some cases engineering). The 
scientists’ work and the approach they take to it make 
sense in relation to a particular view of the world that 
is taken for granted in the laboratory. Wondering 
what it means to ‘‘do AI,’’ I have asked many  

practitioners to describe their own work. Their  
answers invariably focus on one or more of the  
following: problem solving, writing code, and  
building systems.8

Forsythe goes on to explain that the AI practitioners 
focus on these three activities even when it is clear 
that they spend much time doing other things (even 
less related specifically to AI). Importantly, none of 
these three tasks differentiates AI from other scientific 
and engineering fields. Clearly just being very good 
at these three things does not an AI scientist make. 
And as Forsythe points out, technically the latter two 
are not even necessary, as the lab director, a famous 
AI Scientist, had not written code or built systems for 
years. Nonetheless, these are the tasks the AI scientists 
saw as defining their work—they apparently did not 
explicitly consider the notion of what makes doing AI 
different from doing other tasks that involve problem 
solving, writing code, and system building. (This is 
possibly due to the fact that in AI, there were  
academic distinctions to call on.)

Taken together, these two complications cause 

particular confusion in data science, because there are 
few academic distinctions to fall back on, and more-
over, due to the state of the art in data processing, data 
scientists tend to spend a majority of their problem-
solving time on data preparation and processing. The 
goal of such preparation is either to subsequently ap-
ply data-science methods or to understand the results. 
However, that does not change the fact that the day-
to-day work of a data scientist—especially an entry-
level one—may be largely data processing. This is di-
rectly analogous to an entry-level chemist spending the 
majority of her time doing technical lab work. If this 
were all she were trained to do, she likely would not 
be rightly called a chemist but rather a lab technician. 
Important for being a chemist is that this work is in 
support of the application of the science of chemistry, 
and hopefully the eventual advancement to jobs in-
volving more chemistry and less technical work. Simi-
larly for data science: a chief scientist in a data-science-
oriented company will do much less data processing 
and more data-analytics design and interpretation.

At the time of this writing, discussions of data 
science inevitably mention not just the analytical 
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skills but the popular tools used in such analysis. 
For example, it is common to see job advertisements 
mentioning data-mining techniques (random forests, 
support vector machines), specific application areas 
(recommendation systems, ad placement optimiza-
tion), alongside popular software tools for processing 
big data (SQL, Hadoop, MongoDB). This is natural. 
The particular concerns of data science in business are 
fairly new, and businesses are still working to figure 
out how best to address them. Continuing our anal-
ogy, the state of data science may be likened to that of 
chemistry in the mid-19th century, when theories and 
general principles were being formulated and the field 
was largely experimental. Every good chemist had to 
be a competent lab technician. Similarly, it is hard to 
imagine a working data scientist who is not proficient 
with certain sorts of software tools. A firm may be 
well served by requiring that their data scientists have 
skills to access, prepare, and process data using tools 
the firm has adopted.

Nevertheless, we emphasize that there is an im-
portant reason to focus here on the general principles 
of data science. In ten years’ time, the predominant 

technologies will likely have changed or advanced 
enough that today’s choices would seem quaint. On 
the other hand, the general principles of data science 
are not so differerent than they were 20 years ago and 
likely will change little over the coming decades.

Conclusion
Underlying the extensive collection of techniques for 
mining data is a much smaller set of fundamental 
concepts comprising data science. In order for data 
science to flourish as a field, rather than to drown in 
the flood of popular attention, we must think beyond 
the algorithms, techniques, and tools in common use. 
We must think about the core principles and concepts 
that underlie the techniques, and also the systematic 
thinking that fosters success in data-driven decision 
making. These data science concepts are general and 
very broadly applicable.

Success in today’s data-oriented business  
environment requires being able to think about how 
these fundamental concepts apply to particular  
business problems—to think data-analytically. This is 
aided by conceptual frameworks that themselves are 

part of data science. For example, the automated  
extraction of patterns from data is a process with 
well-defined stages. Understanding this process and  
its stages helps structure problem solving, makes it 
more systematic, and thus less prone to error.

There is strong evidence that business perfor-
mance can be improved substantially via data-driven 
decision making,3 big data technologies,4 and data-
science techniques based on big data.9,10 Data science 
supports data-driven decision making—and some-
times allows making decisions automatically at mas-
sive scale—and depends upon technologies for ‘‘big 
data’’ storage and engineering. However, the princi-
ples of data science are its own and should be consid-
ered and discussed explicitly in order for data science 
to realize its potential.

Author Disclosure Statement 
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What you need to know about data mining and  
data-analytic thinking, O’Reilly Media, 2013.



BIG DATA an e-Book Series Data Science and Big Data

18   |    Liebertpub.com/BIG

References 
1.    Davenport T.H., and Patil D.J. Data  

scientist: the sexiest job of the 21st  
century. Harv Bus Rev, Oct 2012.

2.    Hays C. L. What they know about you.  
N Y Times, Nov. 14, 2004.

3.    Brynjolfsson E., Hitt L.M., and Kim H.H. Strength in 
numbers: How does data-driven decision making  
affect firm performance? Working paper, 2011.  
SSRN working paper. Available at SSRN:  
http://ssrn.com/abstract = 1819486.

4.    Tambe P. Big data know-how and business value. 
Working paper, NYU Stern School of Business, NY, 
New York, 2012.

5.    Fusfeld A. The digital 100: the world’s most valuable 
startups. Bus Insider. Sep. 23, 2010.

6.    Shah S., Horne A., and Capellá J. Good data won’t 
guarantee good decisions. Harv Bus Rev, Apr 2012.

7.    Wirth, R., and Hipp, J. CRISP-DM: Towards a standard 
process model for data mining. In Proceedings of the 
4th International Conference on the Practical  
Applications of Knowledge Discovery and Data  
Mining, 2000, pp. 29–39. 

8.    Forsythe, Diana E. The construction of work in  
artificial intelligence. Science, Technology & Human 
Values, 18(4), 1993, pp. 460–479.

9.    Hill, S., Provost, F., and Volinsky, C. Network-based 
marketing: Identifying likely adopters via consumer 
networks. Statistical Science, 21(2), 2006,  
pp. 256–276.

10.  Martens D. and Provost F. Pseudo-social network 
targeting from consumer transaction data. Working 
paper, CEDER-11-05, Stern School of Business, 2011. 
Available at SSRN: http://ssrn.com/ 
abstract = 1934670.

Address correspondence to:

F. Provost
Department of Information,  
Operations, and Management Sciences
Leonard N. Stern School of Business
New York University
44 West 4th Street, 8th Floor
New York, NY 10012

E-mail: 
fprovost@stern.nyu.edu



19   |    Liebertpub.com/BIG

Predictive Modeling  
With Big Data: Is Bigger Really Better?

Abstract
With the increasingly widespread collection and processing of ‘‘big data,’’ there is natural interest in  
using thesedata assets to improve decision making. One of the best understood ways to use data to  
improve decision making is via predictive analytics. An important, open question is: to what extent do 
larger data actually lead to better predictive models? In this article we empirically demonstrate that when 
predictive models are built from sparse, fine-grained data—such as data on low-level human behavior—we 
continue to see marginal increases in predictive performance even to very large scale. The empirical results 
are based on data drawn from nine different predictive modeling applications, from book reviews to  
banking transactions. This study provides a clear illustration that larger data indeed can be more valuable 
assets for predictive analytics. This implies that institutions with larger data assets—plus the skill to take 
advantage of them—potentially can obtain substantial competitive advantage over institutions without 
such access or skill. Moreover, the results suggest that it is worthwhile for companies with access to such 
fine-grained data, in the context of a key predictive task, to gather both more data instances and more  
possible data features. As an additional contribution, we introduce an implementation of the multivariate 
Bernoulli Naïve Bayes algorithm that can scale to massive, sparse data.
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Introduction

One of the exciting opportunities presented by the 
proliferation of big data architectures is the ability to 
conduct predictive analytics based on massive data. 
However, an important and open question is whether 
and when massive data actually will improve predic-
tive modeling. Authors have argued for decades for 
the need to scale up predictive modeling algorithms 
to massive data.1,2 However, there is surprisingly 
scant empirical evidence supporting continued scal-
ing up to modern conceptions of ‘‘massive data.’’ In-
creases in computing power and memory, as well as 
improved algorithms and algorithmic understanding 
allow us now to build models from very large data 
sets. It is striking how quaint the massive datasets of 
yesteryear look today.

In this paper we will focus on a particular sort 
of data as being a reason for continued attention 
to scaling up. To highlight this sort of data, it is 
worthwhile to draw a contrast. Predictive modeling 

is based on one or more data instances for which 
we want to predict the value of a target variable. 
Data-driven predictive modeling generally induces a 

model from training data, for which the value of the 
target (the label) is known. These instances typically 
are described by a vector of features from which the 
predictions will be made. This is the setting we will 
consider. Now, the most common, tried-and-true 

† Applied Data Mining Research Group, Department of Engineering Management, University of Antwerp, Antwerp, Belgium. 
‡ Department of Information, Operations and Management Sciences, Leonard N. Stern School of Business, New York University, New York, New York.
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predictive modeling formulation is to describe these 
instances with a small-to-moderate number—say, 
dozens up to hundreds—of features summarizing 
characteristics of the instances. For lack of a better 
term, let’s call this the ‘‘traditional’’ setting, or more 
generally ‘‘traditional predictive analytics.’’ At the 
risk of oversimplifying for contrast, a key aspect of 
the traditional setting is that the dataset is dense—
each instance has a non-trivial value for each feature 
(or at least for most of them).

Indeed, for many of the most common business 
applications of predictive analytics, such as targeted 
marketing in banking3 and telecommunications,4 
credit scoring,5 and attrition management,6 the data 
used for predictive analytics are very similar. In 
these example applications, the features tend to be 
demographic, geographic, and psychographic char-
acteristics of individuals, as well as statistics sum-

marizing particular behaviors, such as their prior 
purchase behavior with the firm.7 Recent work has 
shown that even with rich descriptive data, tradi-
tional predictive analytics may not receive much 
benefit from increasing data beyond what can cur-
rently be handled well on typi-
cal modern platforms.3

In contrast, big data think-
ing opens our view to non-
traditional data for predictive 
analytics—datasets in which 
each data point may incorpo-
rate less information, but when 
taken in aggregate may pro-
vide much more.* In this article we focus on one 
particular sort of data: sparse, fine-grained feature 
data, such as that derived from the observation of 
the behaviors of individuals. In the context of be-
havior data, we can draw a contrast: we specifically 
do not mean data that are summaries of individuals’ 
behaviors, as used traditionally, but data on the ac-
tual fine-grained behaviors themselves. Businesses 
increasingly are taking advantage of such data. For 

example, data on individuals’ visits to massive num-
bers of specific web pages are used in predictive ana-
lytics for targeting online display advertisements.8–10 
Data on individual geographic locations are used for 
targeting mobile advertisements.11 Data on the indi-

vidual merchants with which one 
transacts are used to target bank-
ing advertisements.3 A key aspect 
of such datasets is that they are 
sparse: for any given instance, the 
vast majority of the features have 
a value of zero or ‘‘not present.’’ 
For example, any given consumer 
has not transacted with the vast 

majority of merchants, has not visited the vast ma-
jority of geographic locations, has not visited the 
vast majority of web pages, etc. Predictive modeling 
based on sparse, finegrained (behavior) data is not 
a new phenomenon. Individual communications 
events have been used to improve targeting offers4 
and to predict customer attrition.6 For two decades, 
fraud detection has been a popular application of 
predictive modeling,12 where fine-grained behavioral 

*Predictive modeling of properties of text documents is a shining 
instance of a nontraditional predictive modeling application that has 
seen moderately broad application. In fact, predictive modeling with 
text is quite similar to the sort of predictive modeling that is the  
focus of this article.

“Certain telling  
behaviors may not be 
observed in sufficient 
numbers without  
massive data.“
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data are also employed. Credit card companies, for 
example, use specific details from payment transac-
tion data, and telco operators use specific locations 
and particular numbers called.

Despite research and development specifically 
geared toward sparse, high-dimensional data12–14 
we do not yet have a large body of empirical results 
helping us to understand whether and when bigger 
data indeed are better for improving the generaliza-
tion performance of predictive modeling for real-
world applications. Some hints can be found in the 
literature. Perlich et al.15 show increasing returns in 
generalization performance with increasingly larger 
data across dozens of datasets; however, although 
large for empirical machine learning studies at the 
time, the data sizes are not massive by present stan-
dards. Their largest dataset, which indeed shows  
increases to scale for over a million instances, is in 
fact a sparse (text) classification problem. Moreover, 
for the sort of linear models often used in business  
applications (viz., logistic regression), their results 
largely show the contrary: that massive data by and 
large do not provide additional improvements in  

predictive performance. On the other hand, Agarwal 
et al.2 observe a noticeable drop in the performance of 
their proposed learning method after subsampling an 
online advertising dataset, leading to their conclusion 
that the entire training dataset is needed to achieve 
optimal performance. Martens and Provost3 show 
similar results for predicting customer interest in new 
financial products. These two datasets are sparse.

Looking from a different angle, certain telling 
behaviors may not even be observed in sufficient 
numbers without massive data.16 If in aggregate such 
rare-but-important behaviors make up a substantial 
portion of the data, due to a heavy tail of the behav-
ior distribution, then again massive data may improve 
predictive modeling. Our experimental results below 
show that this indeed is the case for the sparse, fine-
grained data we study.

This article makes two main contributions. The 
primary contribution is an empirical demonstration 
that indeed when predictive models are built from 
such sparse, fine-grained data, we continue to see-
marginal increases in predictive performance even 
to massive scale. The empirical results are based on 

data drawn from nine different predictive modeling 
applications.

The second contribution is a technical contribu-
tion: We introduce a version of Naïve Bayes with a 
multivariate event model that can scale up efficiently 
to massive, sparse datasets. Specifically, this version 
of the commonly used multivariate Bernoulli Naïve 
Bayes only needs to consider the ‘‘active’’ elements 
of the dataset—those that are present or non-zero—
which can be a tiny fraction of the elements in the 
matrix for massive, sparse data. This means that pre-
dictive modelers wanting to work with the very con-
venient Naïve Bayes algorithm are not forced to use 
the multinomial event model simply because it is more 
scalable. This article thereby makes a small but impor-
tant addition to the cumulative answer to a current 
open research question17: How can we learn predictive 
models from lots of data?

Note that our use of Naïve Bayes should not 
be interpreted as a claim that Naïve Bayes is by any 
means the best modeling technique for these data. 
Other methods exist that handle large transactional 
datasets, such as the popular Vowpal Wabbit software 
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based on scalable stochastic gradient descent and in-
put hashing.2,18,19 Moreover, results based on Naïve 
Bayes are conservative. As one would expect theoreti-
cally20 and as shown empirically,15 nonlinear modeling 
and less-restrictive linear modeling generally will show 
continued improvements in predictive performance for 
much larger datasets than will Naïve Bayes modeling. 
(However, how to conduct robust, effective nonlin-
ear modeling with massive high-dimensional data is 
still an open question.) Nevertheless, Naïve Bayes is 
popular and quite robust. Using it provides a clear and 
conservative baseline to demonstrate the point of the 
article. If we see continued improvements when scal-
ing up Naïve Bayes to massive data, we should expect 
even greater improvements when scaling up more so-
phisticated induction algorithms.

These results are important because they help 
provide some solid empirical grounding to the impor-
tance of big data for predictive analytics and highlight 
a particular sort of data in which predictive analytics 
is likely to benefit from big data. They also add to the 
observation3 that firms (or other entities) with massive 
data assets21 may indeed have a considerable competi-

tive advantage over firms with smaller data assets.

Sparse, Fine-Grained  
(Behavior) Data
As discussed above, it is clear from prior work that 
more data do not necessarily lead to better predictive 
performance. It has been argued that sampling (reduc-
ing the number of instances) or transformation of the 
data to lower dimensional spaces (reducing the num-
ber of features) is beneficial,22 whereas others have 
argued that massive data can lead to lower estimation 
variance and therefore better predictive performance.3 
The bottom line is that, not unexpectedly, the answer 
depends on the type of data, the distribution of the 
signal (the information on the target variable) across 
the features, as well as the signal-to-noise ratio.

Therefore, we will focus on a certain sort of data: 
sparse, fine-grained data, such as data created by the 
detailed behavior of individuals. Such data from dif-
ferent domains have similar characteristics that would 
lead one to expect increasing benefits with very large 
data, an expectation that does not come with tradi-

tional data for predictive modeling. Modern informa-
tion systems increasingly are recording fine-grained 
actions of individuals. As we use our telecommunica-
tions devices, make financial transactions, surf the 
Web, send e-mail, tag online photos, ‘‘like’’ postings, 
and so on, our behaviors are logged.

When data are drawn from human actions, noise 
rates often are high because of the ceiling imposed 
by behavioral reliability.23 Social scientists have long 
argued that one way to circumvent the poor predic-
tive validity of attitudes and traits is to aggregate 
data across occasions, situations, and forms of ac-
tions.24 This provides an early suggestion that more 
(and more varied) data might indeed be useful when 
modeling human behavior data. The implication for 
predictive analytics based on data drawn from human 
behaviors is that by gathering more data over more 
behaviors or individuals (aggregated by the model-
ing), one could indeed hope for better predictions.

To show the actual predictive performance on 
these types of datasets in a realistic setting, we have 
gathered a collection of datasets representing such 
sparse, fine-grained feature information. Most of 
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the datasets incorporate a task to predict some  
particular ‘‘target’’ characteristic based on features 
created from human behavior.

The Yahoo Movies dataset,† for which we are 
predicting the gender of the user, provides data on 
which movies each user has rated. In the Book-

Crossing dataset,25 the age of a user is predicted 
(higher or lower than the average age) based on the 
books rated. In the Ta-Feng dataset,‡ age is predicted 
based upon which products are purchased. The  
Dating site describes user rating profiles on an online 
dating site,26 for which we predict the gender of the 

users. The Flickr dataset also describes behavioral 
data27 in the form of users ‘‘favoriting’’ pictures, and 
we predict whether each picture will be highly  
commented on or not (more or less than the dataset 

The table reports the total number of active (non-zero) elements, the number of data instances, the number of features, the resultant sparseness for a traditional
data matrix representation (fraction of matrix elements that are not active), and the target variable.

† http://webscope.sandbox.yahoo.com/ 
‡ http://aiia.iis.sinica.edu.tw/
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average). Nonbehavioral sparse data are captured in the 
URL dataset,where for each URL a large set of lexical and 
host-based features have been defined to predict whether 
a URL is malicious or not.28 In the KDD Cup datasets we 
are predicting the performance of a student on a test, where 
a large number of binary features have been constructed 
based on other students answers.29 Finally, one year of fine-
grained payment transaction data is provided in the bank-
ing dataset, from consumers to merchants or other persons, 
to predict interest in a pension fund product (the payment 
receivers being the features).3 Size characteristics of these 
datasets are listed in Table 1. The total number of elements 
in the traditional instance x feature matrix is the product of 
n and m (cf. Fig. 1); the ‘‘active’’ elements are those that ac-
tually have a value in the data.

As shown in Table 1 and Figure 1, these datasets are 
quite sparse, and the sparseness increases as the datasets 
grow bigger. For behavioral data there is a clear expla-
nation as to why the sparseness increases as dataset size 
increases. People only have a limited amount of ‘‘behav-
ioral capital.’’ That is, any person only can take a limited 
number of actions. Most importantly here, when the total 
number of possible actions is huge, any individual only 

can take a very small fraction of all the possible actions. 
Increasing the dataset size may increase the total number of 
behaviors observed across all individuals, but increasing the 
dataset size will not increase an individual’s behavioral capi-
tal. Concretely, there are only so many movies one can see 
(Yahoo Movies dataset), products one can buy (Bank data-
set), or pictures one can favorite (Flickr dataset). The actual 
amount depends on the application context, but in every 
case the amount of behavioral capital is finite and is more 
or less constant. Therefore, the density of the actions in a 
traditional dataset formulation, such as the user-byaction 
matrix, will tend to decrease as the dataset size increases. 
This sparseness provides a key to efficient predictive model-
ing from massive data. It also provides a key reason why 
massive data are crucial to effective predictive modeling in 
these domains.

Predictive Techniques for Analyzing 
Fine-Grained Behavior Data
For the experiments we report, we use the Naïve Bayes 
classifier to learn models and to make predictions. Despite 
its simplicity, Naïve Bayes has been shown to have surpris-

Figure 1. The sparseness is the percent 
of the entries that are not active (i.e., are 
zero) in the feature-vector matrix for each 
dataset. The horizontal axis represents the 
total size of the feature-vector matrix and 
the vertical axis shows the sparsensess. 
The sparseness increases (the density  
decreases) as the dataset size increases. 
Note the scale of the vertical axis.
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ingly good performance on sparse datasets. A very 
attractive property of Naïve Bayes is that it is  
extremely fast to run on a large, sparse dataset  

when it is formulated well. The main speedup stems 
from the fact that Naïve Bayes completely ignores 
interfeature dependencies by assuming that the 
within-class covariances of the features are zero. 
Combining this ‘‘naïve’’ assumption with Bayes’ rule 
for conditional probability produces the following 
formulation:

There are a several variants of Naïve Bayes in 
common use, which differ in their calculation of the 

conditional probabilities. Each of these variants as-
sumes a different event model, which postulates how 
the features from the data were generated.30 The two 

most popular choices are the 
multivariate and the multi-
nomial event models. The 
reader is referred to the ap-
pendix and to the literature30 
for details, but the main idea 
behind the multinomial event 

model is that each input sample results from a se-
ries of independent draws from the collection of all 
features. The main advantage of this model is that 
it requires only computing over those features that 
have a count that is nonzero. For a sparse dataset, 
this results in a huge reduction in run time since 
all the zeros can be ignored. Although results have 
shown this multinomial Naïve Bayes to be superior 
to the multivariate event model (described next) for 
text mining, the multinomial model makes the gen-
erative assumption that the features are drawn with 
replacement, which is not well specified for most 
binary feature data (although the multinomial model 

is used commonly in practice for binary data). The 
multinomial model further makes the implicit as-
sumption that the number of draws in the generative 
model is independent of the class, which roughly im-
plies in our setting that each instance contains on av-
erage the same number of active features (behaviors) 
per class, which might not be true for the datasets 
that we are considering. Therefore, it is helpful to 
consider the multivariate model as well, even though 
the traditional formulation is not efficient for mas-
sive datasets.

The multivariate event model takes the point-
of-view that the features are generated according to 
an independent Bernoulli process with probability 
parameters qj for class C (see the appendix and the 
literature30 for technical details). Unfortunately, the 
usual multivariate formulation does not have the 
same attractive sparsity properties as the multino-
mial formulation. In the Appendix we present an 
alternative, equivalent formulation that circumvents 
the need to consider the massive number of inactive 
elements for binary classification problems contain-
ing only Boolean-valued features (which is the case 

“When data are drawn from human actions, 
noise rates often are high because of the  
ceiling imposed by behavioral reliability.“
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in all our datasets). The implementations 
can be obtained from the authors.**

Bigger Is Better (Volume)
We now can ask: when using sparse fine-
grained (behavior) data as features, do we 
indeed see increasing predictive perfor-
mance as the training dataset continues 
to grow to massive size? We present the 
results of experiments examining this ques-
tion on our datasets. The results are shown 
in Figure 2.

To determine whether bigger volumes 
indeed lead to better performance, we built 
learning curves for each dataset.15 Learning 
curves are an important tool for model ana-
lytics, as they help an organization decide 
how to invest in its data assets.21 In particu-
lar, is it worth undertaking the investment to 
collect, curate, and model from larger and 
larger datasets? Or will a sample of the data 

be sufficient for building predictive models.
Specifically, our learning curves are 

built for each dataset via a series of ex-
periments that simulated different data 
sizes by sampling (uniformly at random) 
increasingly larger amounts of data from 
the original datasets, training a predictive 
model for each of these datasets, and esti-
mating its generalization performance us-
ing standard predictive modeling holdout 
evaluation (viz., computing averaged areas 
under the receiver operating characteristic 
curve via five-fold cross-validation21).

As Figure 2 shows, for most of the 
datasets the performance keeps improving 
even when we sample more than millions 
of individuals for training the models. One 
should note, however, that the curves do 
seem to show some diminishing returns to 
scale. This is typical for the relationship 
between the amount of data and predic-
tive performance, especially for linear 
models.15 The marginal increase in  

Figure 2. Learning curves for the multivariate (solid, blue) and multinomial 
(dashed, red) Naïve Bayes variants. For all of the datasets, adding more 
data (x-axis) leads to continued improvement of predictive power (area 
under the curve [AUC]).**www.applieddatamining.com
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generalization accuracy decreases with more data 
for several reasons. First, there simply is a maxi-
mum possible predictive performance (the ‘‘Bayes 
rate’’) due to the inherent randomness in the data 
and the fact that accuracy can never be better than 
perfect. Second, modeling (especially linear modeling) 
tends to find the larger generalities first; modeling 
with larger datasets usually helps to work out  
nuances, ‘‘small disjuncts,’’ and other nonlinearities 
that are difficult or impossible to capture from 
smaller datasets.1,15

What is surprising here is that, even for this 
simple, linear model, a ceiling on generalization 
accuracy is not reached even after sampling a very 
large number of data points. We would expect 
more sophisticated modeling procedures (esp.,  
non-linear methods) to extend the advantages  
with larger data.15,20

Interestingly, the multinomial Naïve Bayes did 
not perform better than the multivariate model for 
these datasets, contrary to results reported for text 
mining.30 In fact, for these datasets, the multivariate 
event model sometimes outperformed the multi-

nomial event model. Recall that the multinomial 
model makes the additional assumption that the 
numbers of observations made per subject are in-
dependent of the subjects’ classes. Therefore, our 
introduction of an efficient big data implementation 
of multivariate Naïve Bayes is not just of theoretical 
interest. These results show that it should be  
included as an alternative in practice.

Fine-Grained Behavior Data  
Have Massive Feature Sets

As discussed briefly above, fine-grained behavior  
data often have massive numbers of possible features 
that predictive modeling may incorporate. In these 
domains, there simply are a very large number of  
different possible behaviors. When examining the  
importance of data size, separate for the moment 
from the question of predictive modeling, it is inter-
esting to examine whether we need to observe large 
numbers of individuals even simply to see all the  
different possible behaviors. The notion of limited  
behavioral capital would suggest so.

Figure 3 examines this empirically for the Flickr 
dataset (the other datasets show similar patterns).  
Figure 3 plots the number of behaviors observed as 
more and more instances are added to the data (uni-
formly at random). As we expect, with few data in-
stances, given the very sparse data only a portion of the 

Figure 3. The number of features (behaviors) that 
have been observed (i.e., are present for at least 
one data instance), as the number of data instances 
is increased.
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behaviors will be revealed. (Realize of course that the 
behaviors we see here are not the total set of behaviors, 
but only those revealed by the individuals in our data.)

Bigger Is Better (Variety)
The experiments reported above demonstrate the 
improvement in predictive modeling accuracy from 
increasing the number of instances (individuals) 
observed. An alternative perspective on increasing 
data size is to consider a fixed population of indi-
viduals and increase the number of different pos-
sible data items (features, signals, behaviors) about 
each of them that are collected, stored, or utilized.

We would like to believe that indeed, more va-
riety in the features ought to lead to richer models 
with better predictive ability. Intuitively it might 
make sense that adding more features to our total set 
of possible features would increase predictive perfor-

mance, but this seems contrary to the long tradition 
of (and vast amount of research on) ‘‘feature selec-
tion’’ for predictive modeling. Therefore, we should 
think carefully about what are the deeper motiva-
tions for feature selection and whether we believe 
that they indeed apply in 
our context.

Feature selection is 
employed for at least two 
interrelated reasons. First, 
technically, larger feature 
sets lead to higher vari-
ance in predictive model-
ing31 and relatedly increase overfitting,21 and thereby 
can increase prediction error. Second, in many ap-
plications there are only a few important features 
among a large number of irrelevant features. The 
large number of irrelevant features simply increases 
variance and the opportunity to overfit, without the 

balancing opportunity of learning better models (pre-
suming that one can actually select the right subset). 
Domains with this structure (many irrelevant vari-
ables) are the motivation behind the development of 
many feature selection techniques, both explicit (e.g., 

filter and wrapper meth-
ods22) and implicit (e.g., via 
L1 regularization31).

This line of reasoning 
does not provide such clear 
motivation in domains 
with a different ‘‘relevance 
structure’’ to the features. 

If most of the features provide a small—but nonze-
ro—amount of additional information about the tar-
get prediction, then selecting a small set of features is 
not ideal. (If one has only a small number of instanc-
es, feature selection may be practically necessary, but 
that is a different story.) When presented with many 
low-signal but possibly relevant features, when there 
also are many instances, predictive modeling may 
benefit from a large number of features.††

We can argue intuitively that fine-grained be-

†† One might observe that instead of feature selection, when faced with such problems, one should engage in more sophisticated dimensionality 
reduction, such as via methods for matrix factorization. This may indeed allow the construction of predictive models with fewer direct features. 
However, in the context of our current discussion, this begs the question—one must process all the relevant features in the dimensionality  
reduction, and one must process all the features to create the values along the reduced dimensions in order to apply the resultant model(s).

“Is it worth undertaking the  
investment to collect, curate,  
and model from larger and 
larger datasets?“
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haviors ought to provide such underlying relevance 
structures: If the target prediction is related to the 
same internal factors that drive the fine-grained 
behaviors, each should provide a little more infor-
mation toward predicting the target concept. For 
example, if we are predicting the likelihood that an 
individual will respond positively to an ad-
vertisement from a particular brand or an 
offer for a particular product, that individ-
ual’s taste is a key internal factor. If we have 
created features based on other signals of 
consumer taste, such as the web pages or the 
merchants that an individual frequents, each 
of these features may have a small amount 
of additional information and in total may give  
better predictions than simply choosing a small set  
of the best signals.

Our goal in this article is not to determine how 
best to model these domains, as there are a tremen-
dous number of factors to consider, nor how best to 
perform feature selection. Nevertheless, as a follow-
up analysis to our main results, let us consider how 
easy it is in our set of domains to approximate the 

true underlying knowledge based on a substantially 
smaller dataset via feature selection. If we can do 
this, it would mean that most of the features actu-
ally do not contain any meaningful information (or 
at least none that our methods can find). As a first, 
simple analysis, we conducted an experiment in 

which we repeatedly sampled increasing numbers 
of features (uniformly at random) from the entire 
feature set and learned a predictive model from the 
reduced representation. The result (for the Flickr 
dataset) is shown in Figure 4 (upper graph), where 
the predictive performance is shown for different 
numbers of features (over multiple repetitions of the 
experiment for stability in the results). The graph 
clearly shows that including random subsets of the 

features results in a disastrous performance drop.
The foregoing result, selecting features at ran-

dom, provides a lower bound. One cannot simply 
use a random subset of the features. This shows that 
for these datasets, the behavior data do not contain 
a large amount of overlapping information that is 

predictive of the target. However, it still may 
be the case that there is a small set of informa-
tive behaviors, and that those are all we need to 
build accurate predictive models.

As alluded to above, there exist many 
ways to perform intelligent feature or ‘‘input’’ 
selection. Our purpose is not to find the best 
feature selection methods for these data, or to 

perform a large comparative study of feature selec-
tion. (Moreover, many of the classic feature selection 
techniques do not work on data of this magnitude in 
a reasonable amount of time.) 

Ideally we would like to complement the lower 
bound provided by the random selection above with 
an approximate upper bound. Specifically, if we knew 
a priori which small set of features mattered (e.g., if 
they were provided by an omniscient oracle), how 

“We would like to believe that indeed, 
more variety in the features ought to 
lead to richer models with better  
predictive ability.“
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close would be the predictive accuracy to 
that obtained using all the features? Un-
fortunately, conducting such a study is far 
beyond the scope of this article. Optimal 
feature selection itself is a big data problem 
in such domains; further, using Naïve Bayes 
we would not be able to determine a true 
upper bound on what would be possible us-
ing more sophisticated, non-linear modeling 
(cf., the striking differences in the learning 
curves for the linear and non-linear models 
shown by Perlich et al.15)

Nonetheless, it is useful to examine the 
results of a moderately intelligent selection 
of feature subsets, tailored to the modeling 
we perform. Specifically, given that we have 
learned Naïve Bayes models from all the 
data already, we can approximate the ‘‘best’’ 
feature set for each dataset by choosing the 
features which have the largest a posteriori 
marginal correlations with the target—in our 
case, the a posteriori marginal probabilities 
in each Naïve Bayes model. Let’s call this 

Naïve Bayes feature selection.
As can be seen from the resulting graph 

on the same dataset (Flickr in Fig. 4, lower 
graph), the results are much better with 
Naïve Bayes feature selection. Nevertheless, 
despite this improved performance, this ap-
proximate upper bound still is substantially 
below the performance with the full feature 
set, up until the reduced feature set is itself 
massive (in this case, 100K features instead 
of 400K features).

Returning to the main contribution of 
the article, the results in Figure 4 reiterate 
that we cannot easily achieve top-notch 
predictive performance without massive 
numbers of instances. Thus, even when 
reducing the feature set somewhat, bigger 
still is better.

Final Words
Our main contribution is to provide  
empirical support that when mining sparse, 

Figure 4. Learning curves with increasing numbers of features: sampled 
randomly (top) and using a posteriori information (bottom).
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fine-grained data, we do indeed continue to see  
increasing predictive performance from more data 
as the datasets become massive. This holds even for 
simple, linear models; the increases with larger data 
should be even greater as technical and theoretical 
advances allow us to build effective non-linear  
models from massive, sparse, noisy data. As a  
second, technical contribution, we provide an  
implementation of multivariate Naïve Bayes that  
can mine massive, sparse data extremely efficiently.

These results are not only of interest to  
pundits preaching about the value of big data, but 
also have important implications for businesses 
and other institutions faced with competition. We 
have shown that predictive modeling with large, 
transactional data can be made substantially more 
accurate by increasing the data size to a massive 
scale. This provides one of the clearest illustrations 
(of which we are aware) that larger data assets are 
indeed potentially more valuable21 when it comes 
to predictive analytics. This implies that institutions 
with larger data assets—plus the ability to take  
advantage of them—potentially can obtain  

substantial competitive advantage over institutions 
without access to so much data, or without the 
ability to handle it.

Compare our results with the results of the study 
conducted by economist Prasanna Tambe of NYU’s 
Stern School, which examined the extent to which 
big data technologies seem to help firms.32 As de-
scribed by Provost and Fawcett,21 Tambe finds that, 
after controlling for various possible confounding 
factors, using big data technologies is associated with 
significant additional productivity growth. Specifi-
cally, one standard deviation higher utilization of big 
data technologies is associated with 1%–3% higher 
productivity than the average firm; one standard 
deviation lower in terms of big data utilization is as-
sociated with 1%–3% lower productivity. This leads 
to potentially very large productivity differences be-
tween the firms at the extremes.

Our results suggest that it is worthwhile for 
companies with access to such fine-grained data, in 
the context of a key predictive task, to gather data 
both on more data instances and on more possible 
features. For example, for an online advertising 

company that uses web page visitation data to target 
online ads, it is worthwhile to invest in additional 
data to increase the number of features—to see even 
more web pages a user visits. Such an online adver-
tising company may also decide to diversify the sort 
of behavioral signals it collects, for example, by ac-
quiring a mobile targeting company and collecting 
behavior on location visitations in addition to web 
page visitations.33 It is worthwhile for two or more 
smaller banks to consider pooling their customer 
transaction data for better targeting, credit scoring, 
or fraud detection (and dealing with the obvious pri-
vacy concerns of such an endeavor), if each is faced 
with a large competitor. Similarly, it may be benefi-
cial for two telco operators to pool their location 
visitation data for improved fraud detection. Anoth-
er example implication is that a social network site 
with more users and more ‘‘likes’’ or ‘‘checkins’’ has 
a significant competitive advantage when it comes to 
using predictive modeling to target ads.

It is important not to interpret these results as  
indicating that all one needs to do is to apply  
Naïve Bayes to sparse, finegrained data and one will 



be competitive in predictive analytics. These results 
are a demonstration that for predictive analytics with 
sparse, fine-grained data, even with simple models 
it indeed can be valuable to scale up to millions of 
instances and millions of features. Importantly, we 
have not shown that the benefit of increasing data 
size is unbounded. Nonetheless, looking forward, 
increases in value may continue for data that are or-
ders of magnitude larger, especially as our ability to 
build non-linear models with such data improves. On 
the other hand, the evidence provided in this article 
notwithstanding, it is important for organizations to 
conduct their own analyses of whether and how the 
value of their data assets scales to massive data,21 for 
example by building problem- and model-specific 
learning curves.

It also is important to keep in mind that achieving 
business value from massive, sparse, fine-grained data 
can be quite complicated (see, e.g., Perlich et al.9).  
Developing a worldclass data science team is essen-
tial, and even the best data scientists in the world do 
not yet know how best to build complex predictive 
models from this sort of massive data.17,19
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Appendix: Multivariate  
Bernoulli Naïve Bayes for Big Data 

In the case of classification of high-dimensional sparse 
data, we can achieve computational time reductions for 
Naïve Bayes by reformulating the calculation all of the 
probabilities in terms of only the active (non-zero) ele-
ments of the data matrix. Specifically, let us denote the 
i-th instance in the dataset as xi  and the j-th feature of 
the i-th instance as xi ,j . An element in this data matrix 
is said to be inactive if its value is equal to zero (xi ,j  = 0) 
and active otherwise. For the sparsedata problems (with 
binary features) on which this paper focuses, the aver-
age number of active elements per instance IxI is much 
smaller than the total number of features m. Thus, it 
makes sense to use a sparse formulation.

The Multivariate Bernoulli event model assumes 
that the data are generated according to a Bernoulli  
process. This is in fact a compound assumption  
consisting of the following three components:

1.  The problem is binary classification.
2. The data are generated i.i.d.
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3.  The features can only take on a distinct number  
of discrete levels (e.g. 0 and 1). We will assume they 
are  binary.

These assumptions enable very fast calculation of 
the empirical probabilities encountered when  
computing the class probability of an instance.  
If the data were generated by independent  
Bernoulli processes with probability parameters qj 
for class C, we ought to see that:

We can then determine the log likelihood of the  
combination of all of the probabilities gathered in prob-
ability vector q, given all of the training instances x as:

Where L(q) represents the log likelihood and xi ,j again  
represents the value of feature j of training instance i.  
Maximizing the log likelihood yields:

For computational reasons, this is usually  
reformulated as:

This corresponds to assuming a Laplacian prior on the 
probability in a Bayesian setting. Similarly, we can  
derive that:

This leads to the most common formulation of the  
Naïve Bayes classifier.

The Bernoulli event model for sparse data: For the  
Bernoulli event model, a sparse formulation is also  
possible by expanding the summands in the calculation 
of the log likelihood of an input vector into two parts. 
This is possible due to the assumption that a feature 
value Xj can only take on two values (either one or zero). 
The log conditional probability of the instance xi to  
belong to class C, given its values for the binary features 
then becomes:
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Revealing the following log likelihood for an instance xi:

With:

For a dataset with —m     active elements per instance, this 
formulation of log likelihood only needs O( —m         . n)  
amortized time to finish for n instances (as opposed to  

O(m . n) for the original formulation) under the  
assumption that m is of the same order as n. This leads 
to a reduction in computational time proportional to 
p=m/ —m       , which increases as the sparseness of the  
dataset increases.

Note that a separate problem with computing and  
using Naïve Bayes estimates in practice is that often 
the exponentials to be calculated to recover the prob-
abilities are so small that they cannot be represented 
by a computer using double precision. One example of 
avoiding the exponentials is to compare the ratio of the 
probabilities instead of the actual probabilities,34  
computing a score such as:

This value can be interpreted as being proportional to  
Kononenko’s information gain of choosing one class 
over the other. In summary, this implementation of 
multivariate Bernoulli Naïve Bayes under the binary  
assumptions can be calculated very fast as they only 
require one pass over each of the active elements of 
the instances for training as well as in use.

This work is licensed under a Creative Commons Attribution 3.0 United States  
License. You are free to copy, distribute, transmit and adapt this work, but you 
must attribute this work as Big Data. Copyright 2013 Mary Ann Liebert, Inc.,  
http://liebertpub.com/BIG, used under a Creative Commons Attribution License:  
http://creativecommons.org/licenses/by/3.0/us/
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Educating the Next Generation  
of Data Scientists

Big Data approached the School of Information Studies (iSchool) at Syracuse University to discuss the  
issue of big data education through an expert roundtable discussion. The participants discuss big data 
from all sides—from wrestling with the definition and the science behind big data, to how the iSchool is 
cultivating a full data lifecycle perspective with its on-campus and online program. The importance of  
industrial collaboration is also emphasized, in order to meet the growing demand for big data analysis. 
Read on for more, including a link to Syracuse iSchool’s free introductory e-book on data science.

1 O’Reilly Media, Sebastopol, California.  
2 The School of Information Studies, Syracuse University, Syracuse, New York. 
3 Department of Research, Microsoft, Redmond, Washington.

Moderator: Edd Dumbill1, Founding Editor, Big Data
Participants: Elizabeth D. Liddy,2 Jeffrey Stanton,2 Kate Mueller,2 and Shelly Farnham 3

Do you have a strategy for developing 
and strengthening your data science  
talent pool? 

Learn more about Revolution Analytics’ 
AcademyR training resources.

Additional Content

Learn more!
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Edd Dumbill: Let’s start with the biggest question about big data that 
a lot of people are asking, which is: What is it? We have heard a lot this 
year, but from your point-of-view running this course, how do you break 
down big data?

Elizabeth D. Liddy: I personally think of big data as a very large collection 
set of either textual or numeric data and, increasingly, image data, which 
can either be collected for a common purpose or it could come from very  
diverse sources.The clear goal is to reuse it. 

To look at another main point: How is it we learn from it? We now 
know that everything we do is monitored or tracked in some way, so not 
just the formal collection of data, but that data from all the social media 
resources, from buying habits—everything is data of some type right now. 
The point is, no matter if you are in industry, a government agency, a hos-
pital, or a school—there are things we can learn from data. My goal with 
big data is to learn something to improve the next version of whatever it is 
we are doing.

Edd Dumbill: Jeff, I wonder if you can give an overview  
of what you mean by data science?

Jeff Stanton: I think about data science as three really large areas. The 
first one that people identify most closely with data science, particularly in  
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industry discussions, is the analytics component.  
I keep visualization in that same bucket. Analytics 
and visualization are ways of taking data that you 
may have and that you may have cleaned and turn-
ing it into something that is actionable—turning it 
into conclusions.

Analytics is just one area though. There are two 
other big areas that figure in, and one is the infra-
structure. If you imagine data that is used in industry, 
it often begins with 
point-of-sale systems 
that are collecting the 
data and goes all the 
way through long-
term archival storage, 
but there is a lot of 
technology in there. 
And there is a lot of 
different areas where people can specialize. 

A third is data curation, and that may be a little 
bit of the library influence. Librarians have had this 
curation area under control for quite a long time. 
That is over the long-term making the data available 

for reuse, for repurposing. A key component of that 
is having good metadata.

Edd Dumbill: Kate, as a student approaching this 
course, what was your grasp of data science and its 
importance?

Kate Mueller: I would probably make similar divi-
sions as Jeff, but coming at it from a standpoint as a 

student and seeing the 
other students in the 
program, I would say 
that each of us special-
izes in one of those 
three broad areas.

My perception of 
big data from the stu-
dent side is that there 

is not a great deal of consensus about what it actu-
ally is. It is a very popular buzzword. It gets thrown 
around a lot. How people who are creating and us-
ing the tools use the term is sometimes very differ-
ent from how people in business who are trying to 

figure out what big data is use the term. I think a lot 
of the business side is a little bit more about master 
data management than it is necessarily big data in 
the more technical sense.

Edd Dumbill: Shelly, coming from your viewpoint on 
the industry side, are these labels useful and does the 
breakdown that Jeff discussed make sense to you 
when you are looking for new hires?

Shelly Farnham: Yes. Two things I would add are 
thinking about what big data is in its more practical 
standpoint: Data that is so large you cannot analyze 
it on your own machine, and so you need the tools 
and infrastructure in order to do that kind of large-
scale analysis. That is not something that you can 
usually find in desktop applications. You usually 
need a Hadoop server somewhere, or Cosmos, that 
sort of a thing.

Also, in thinking about the nature of the prob-
lems that you can solve, when you are thinking 
about big data, the scale is very different. So instead 
of thinking about it as a social scientist studying a 

“So instead of thinking about it as 
a social scientist studying a few 
people in the lab, you are talking 
about actually analyzing patterns 
across an entire society.“
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few people in the lab, you are talking about actually 
analyzing patterns across an entire society, which 
then affects what kind of issues or problems you  
can address.

Edd Dumbill: Given this overview of data science, 
where do you think the biggest challenges lie 
in educating students? What are the main skill 
sets they need and the biggest demand from 
industry?

Elizabeth D. Liddy: People come to data science 
either from the collection and curation side—and 
this may be someone who has worked in a science 
lab who has been responsible for keeping track of 
the data for a number of researchers—or the busi-
ness side, which is, what are the business analytics? 
What is it we are trying to learn from it? What are 
the algorithms? What is the language we are going 
to use?

A focus that we have had is putting these pieces 
together, because it is a true life cycle, and what I 
find from the students is they come to our Certificate 

of Advanced Study (CAS) in data science to get in-
depth knowledge on both of those sides of it. That is 
the goal of our CAS.

Jeff Stanton: From a teaching perspective, as a fac-
ulty member I can teach someone how to do a t-test 
in 10 minutes, and I can teach them how to write a 
Python program in half an hour, but what I cannot 
teach them very easily is the domain knowledge. 
In other words, in a given area, if you are from 
healthcare, what you need to know in order to be 
effective at analysis is very different than if you are 
in retail. That underlying domain knowledge, to be 
able to have a student come up to speed on that is 
very hard.

For that, we really need a partnership with 
people in industry because there is a component of 
the educational process that really depends on our 
industry partners to help our students understand the 
domains where their skills will be applied.

Edd Dumbill: That makes a lot of sense. Do you find, 
incidentally, that you have many students coming 

from the physical sciences? One of the things that 
is often said is the first data scientists were all high-
energy physicists.?

Jeff Stanton: Well, we in fact had a different label 
for our program a few years ago. We called it e-
science. At that time, a substantial number of folks 
in the program were coming in not necessarily from 
high-energy physics but from the sciences in general. 
What we have seen across the board is that as the 
industry interests in data science across all sectors—
education and government and so forth—have 
grown, so has the interest level of students. Students 
are coming from all over now, rather than just from 
the sciences.

Kate Mueller: Yes, I would agree with that. I am a 
‘‘data geek,’’ so for me it is a natural fit, but there 
are a lot of fellow students coming at it more with 
a library background or more of a business back-
ground, so less emphasis on the tools themselves but 
more emphasis on trying to figure out what kind 
of insight you are trying to derive and what kind of 
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problems you are trying to solve. That is definitely a 
big shift just from the more strict science side of it.

Shelly Farnham: I was just thinking through these  
categories—analytics, infrastructure, and curation—
and the direction of this con-
versation and perhaps another 
category I might add is design. 
How big data informs design, 
how can you leverage data in the 
user experience, both for end-
user consumers but also research 
scientists.

Elizabeth D. Liddy: That actually fits very well into one 
of the courses that is an elective for students. It is infor-
mation design, which we now have been teaching for 
several semesters and is, like you say, very important.

Jeff Stanton: The user experience—is a very  
good point.

Elizabeth D. Liddy: Yes. And I wanted to add that an-

other huge group of students who are interested in this 
are cohorts of individuals we see coming to us from 
either a particular corporation or from a division of 
the government who say, ‘‘You have a 15-credit, online 
available CAS. What we would like to do is have a 

whole cohort of our employees 
come take the course as a  
cohort and work with our  
own data within that section  
of the course.’’

Edd Dumbill: Let me bring in 
the idea of the toolkit of a data 
scientist, because what we are 

observing now is that this is a field that is exploding 
in terms of the tools that can be used, especially 
around Hadoop. This leads to the question: How 
can an institution actually prepare students in an 
environment like this where all the tools are moving 
so quickly?

Elizabeth D. Liddy: One possible way is partnership 
with those who are creating the tools. Shelly was just 

here and gave a wonderful talk, and a lot of it is shar-
ing the tools with the students and ensuring they are 
involved in next versions. That is one way for the stu-
dents in our instruction to keep up with the latest and 
the best tools.

Shelly Farnham: I do not know how you teach 
someone to love to learn, but being self-motivated 
is integral to this field. Once you have the core 
concepts, to be able to be really excited about, and 
continue to seek out, new information is something 
that I look for, for example, when we are recruiting 
people. Are you the kind of person who does not 
just learn what is in the school, but you are track-
ing the blogs and you are tracking the industry? 
Are you excited to download something and try it 
out just because you got a recommendation from 
a friend? Are you that kind of person who is con-
stantly engaged and able to learn independently?

Jeff Stanton: That is really key for me. If you have 
curiosity and you have learned one thing, like you 
have learned Hadoop, then you can move on to other 

“I do not know how 
you teach someone  
to love to learn, but  
being self-motivated  
is integral to this field.“
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things. You get the concepts and you can apply it. 
There is no way educationally that we can keep up 
with the pace of generating new tools, but somebody 
who loves to learn and knows how to learn, they  
can continue to do it on their own.

Kate Mueller: One of the interesting things for me 
is that I come from a database development back-
ground, and the difference in looking at relational 
databases versus the field of big data is that if you 
are looking at relational database jobs, a lot of what 
you are talking about is: do you have familiarity with 
SQL? If you know that, you have the right kind of 
mindset and sense of logic to learn any specific de-
tailed system.

I think the same kind of principle applies to the 
field of big data, except that there is not one agreed 
upon technology that is a standard. So what the  
curriculum here focuses on is teaching that kind of 
analytical, engaging mindset so that you can pick up 
any tool that you need to pick up, rather than sending 
you down the path of: this is the tool you are going to 
use for this, since it is such a budding and constantly 

changing field.
I think the emphasis has to be on teaching and 

encouraging students to think outside the classroom, 
as Shelly mentioned, but also be curious and willing 
to try things and fail in the effort of learning some-
thing new that has just kind of hit the scene and  
figuring out what it is capable of doing.

Edd Dumbill: Certainly that entrepreneurial and 
exploratory element seems to be one of the big 
keys for data scientists. Thinking about the students 
that you are preparing, I know, Liz, you mentioned 
that sometimes companies come to you. We 
have all heard through the McKinsey reports and 
various other stories that there is a shortage of data 
scientists. In your interaction with industry, do you 
believe that they are feeling that shortage right 
now? If so, how do you think, as a school, you can 
help address this shortage?

Elizabeth D. Liddy: I think they are. I was speaking 
at an event recently and talked to representatives of 
three different large corporations, all of whom were 
very interested in pursuing the opportunity to have 

cohorts of theirs take the online CAS. The way they 
are preparing is they know they have clever people. 
They have people who have an interest in this. What 
they are going to do is update their skills, so you may 
know one part of it, but in order to do the task and 
the full life cycle that we want done, you need some 
additional skills. That is what I am hearing.

Jeff Stanton: The demand side is very strong. I was 
talking to another faculty member recently who was 
on the phone with a large manufacturing company 
from the Midwest who was saying, ‘‘We need about 
80 or 90 people with analytic skills. How soon can 
we come and recruit your graduates?’’

Edd Dumbill: And what did you say to that?

Jeff Stanton: We had to tell the truth, which is, we 
have got about 30 people in our program right now, 
with the expectation of having a fair number more 
pretty soon. But it is going to be a while before we 
can supply 80 or 90 people to one company. We are 
a ways off from that.
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Edd Dumbill: Given the number of intakes that you 
would need for that then, do you think there is work 
to do to publicize data science as a career path for 
students?

Jeff Stanton: I think there is definitely work to do, 
but there are some really good signs that we are 
starting to turn the 
corner. Kate, earlier in 
the conversation, said 
that she was a data 
geek. Just based on 
what I know of the re-
search, even five years 
ago people would not 
label themselves as geeks because it was stigmatiz-
ing. The tide has turned and we are beginning to see 
a groundswell certainly among undergraduates who 
are okay identifying themselves as data geeks.

We have to work with that pipeline of students 
and in some cases need to bring them up to speed on 
quantitative skills and some of the technology skills, 
but I am optimistic that that is going to happen.  

I think if the interest in industry sustains data science, 
we will have people that want to do it because they 
see the potential there.

Elizabeth D. Liddy: Another area of emphasis here in 
our school is entrepreneurship. So at the moment, 
there are 34 student-startup companies. Most of 

them are kind of geeky. 
They like hands-on, 
intense time to solve a 
problem together. Not 
all may end up being so 
interested on the busi-
ness side of entrepre-
neurship, but they sure 

like that hands-on viewpoint: ‘‘This is data, let me 
have an impact. Let me do something with it.’’ 

Jeff Stanton: The demand for our programming 
courses a few years ago was not very strong. Then 
once we started really  
focusing on entrepreneurship and people began to 
try starting their own companies and coming up 

with their own ideas, they realized that they really 
needed those skills in order to be able to create. It 
ties in beautifully with the Maker Movement that 
we have heard so much about—data science is re-
ally about building things that can lead to better 
decision-making.

Shelly Farnham: It is an exciting time where there is 
so much data available to play with, to mash up and 
merge in new and interesting ways. I think just that 
ease of availability is one of the really unique aspects 
of our time.

Jeff Stanton: Do you want to talk about your project 
a little bit, Shelly?

Shelly Farnham:  Sure, I work in FSE Labs, which is 
Future Social Experiences, and we explore projects 
trying to think 3 to 5 to 10 years in the future. One of 
our projects is social, SO.CL, which is really focused 
on helping people leverage the Internet and finding 
and searching and sharing with each other.

One of the projects that we have been doing is 

“It is an exciting time where there 
is so much data available to play 
with, to mash up and merge in 
new and interesting ways.“
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an experimental project where we really want to use 
it as a vehicle for developing relationships with the 
research community 
as a whole. And so we 
instrumented the whole 
system, all the public 
behavior within the 
system, and made it 
available for research-
ers to play with and do 
research around.

Jeff Stanton: That is a great example of the increase 
in the amount of interesting data that is available. 
I know for my students, one of the things that re-
ally got them interested in playing with data was the 
availability of the API for Twitter, so you can mine 
Twitter data with a couple of commands, and people 
love that. That is really powerful.

Edd Dumbill: The human element in data is definitely 
very strong and has brought a lot of people into it. 
Next, I’d like to look at the students you are turning 

out. I wonder if you could give us a bit of a flavor of 
the kinds of jobs they are going into, and the kind of 

companies that are asking 
for them?

Jeff Stanton: Maybe we 
could start by asking Kate 
to see what kind of job she 
would like?

Kate Mueller: That is the 
million-dollar question. 

Trying to pick an area to focus on has probably been 
the biggest challenge for me personally. I probably 
fall more into either infrastructure or design if we are 
talking about big-data buckets. I enjoy analytics, but I 
think first and foremost it is about the database person 
in me. I think you have to have a method to get the 
data that you need to analyze. You need to have a way 
to present that in some fashion that is actionable and 
is accessible.

That said, when I look at jobs, if I am not search-
ing ‘‘data scientists,’’ it is very hard to tell what kind 

of job really fits into my interests. If it does not say 
‘‘analytics’’ or ‘‘data science,’’ it becomes a lot harder. 
There seems to be a very sharp distinction in that 
most of the jobs using those titles require a very high 
level of familiarity with very specific tools.

As a student, it is challenging to know what I 
should be searching for other than looking for more 
general IT or database jobs that are actually big-data 
design problems called something else.

I am in my second year, so I am very actively job 
hunting right now. I am hoping I get good answers 
from this conversation because it has been a chal-
lenge for me.

Shelly Farnham:  One of the challenges is that data 
science is not agnostic of domain. For example, when 
we are looking for people, interns or full-time people 
on our team, we definitely look for people who have 
experience analyzing data, but they also should be 
deeply engaged with the topic of social media. I 
know in the health industry and dealing with health 
data, that is a very different problem. So it would 
not make sense to hire somebody who spent the past 

“So as more of these data- 
science educational programs 
come online, I think we have 
a bit of an educational job to 
do with talking to hiring  
managers.“
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four years studying health data. I think that the  
domain knowledge is a very important aspect of 
what we are looking for.

Elizabeth D. Liddy: When I think about the field, 
representatives from companies who come to inter-
view and are looking to hire our students, one of 
the largest areas is in the financial industry as well 
as in the consulting fields. If they are consulting for 
a number of other large companies, there could be 
great variety there, but many of the companies who 
are going to them for consulting are saying, ‘‘Do 
you have data scientists on your payroll?’’

Another area that has come looking is universi-
ties—either the CIO office, or, in at least one univer-
sity I know of, the library has assumed the respon-
sibility for managing all the research data for that 
university. Now of course there are all the require-
ments from NIH, NEH, and NSF, that if you write 
a proposal and you are a big university doing lots of 
research, you have to have data-management plans 
for every one of those projects.

So if you are the central place at that university, 

whether it is the CIO or the library, there are some 
who have told us that they will be in line to hire ev-
eryone we graduate. That is not a very specific  
response, but I think it is an indication.

Jeff Stanton: I have a little bone to pick with  
hiring managers though. I did a little study of the 
advertisements like in one of the big online places 
where they advertise jobs and people can upload 
their resumes. And a lot of the jobs, which looked 
like data-science positions, required a computer sci-
ence degree. To me that is sort of misaligned. Yes, 
a lot of computer science graduates are good with 
languages. They might be great Python program-
mers, for instance. But that is not the whole pack-
age. So as more of these data-science educational 
programs come online, I think we have a bit of an 
educational job to do with talking to hiring  
managers, talking to HR people to help them  
understand where the talent can come from,  
not just computer science.

Edd Dumbill: Absolutely. So what are the most 

striking things that are lacking that computer science 
does not provide?

Jeff Stanton: Well, a lot of times computer scientists do 
not have any background in statistics or visualization. 
Many times they are not really up on the key elements 
of the infrastructure, unless they were computer engi-
neering majors, and they definitely do not get training 
in curation, in the data management/curation side of it.

Edd Dumbill:  What kind of background are your 
students coming from? We have talked about science 
already, but do you see computer science and math 
predominate at all?

Jeff Stanton: We do not. There are some people 
that are coming more from the library science side 
of things. We get a lot of English majors. There are 
a lot of people who have an interest in data who 
do not come from that highly mathematical or 
computer science-oriented background, and so that 
is part of the feature that we have built into our 
program, the ability to help those folks ramp up to 
speed on some of the quantitative skills.
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Kate Mueller: In full disclosure, I should say I am a 
former English major.

Elizabeth D. Liddy: I am a former English major too.

Kate Mueller: What has prompted me to come back 
into the field is that I really like solving problems. 
Even as an English major, I always read for structure. 
Structure was what was interesting to me. I was a 
terrible writer because plot was irrelevant. But what 
I find is that that sense of analysis and enjoying the 
puzzle and enjoying trying to solve it translates so 
much better, not in terms of job prospects, but just in 
terms of day-to-day interest in this field than it ever 
did on the English side of it.

I also have the added bonus of having worked in 
the industry doing database work, and so I come to it 
with a fairly strong understanding of how data works 
itself and having done very small-scale level analytics, 
but being very steeped in the broadcasting industry. 
To say that only computer science people make good 
big-data experts or good data analysts is missing the 
boat in terms of people who see the structure under-

lying things and solve problems even if they do not 
have really high-level technical skills.

Jeff Stanton: Kate mentioned one really important 
thing that I will emphasize. We did a panel at a recent 
conference where we talked about the skills that data 
scientists need. One of the key things that came out in 
almost everybody’s discussion was communication.  
A lot of times you have mounds of data and you  
need to be able to translate that, in effect, for  
consumption by managers and other people and to  
be able to communicate clearly, to be able to tell a 
story with the data. That is really a critical skill.

Edd Dumbill: That brings up something that Kate 
mentioned earlier about how different people have 
different sorts of primary skills, and that would be 
the data palette you mentioned. As you see people 
go into industry, do you see data scientists working 
solo or with complementary skills coming together 
to be a data team? Do you see both or does the team 
philosophy predominate?

Shelly Farnham: I would say as a data scientist you 

end up collaborating with people who are not. 
Certainly in my industry, I might be working with a 
designer or a developer or an IT person.

And, coming from social media, I wanted to men-
tion a couple of other areas. We see a lot of people 
with degrees in human–computer interaction, who 
also have these data analytics skills, or there is a new 
term that has been emerging lately, computational so-
cial science.

Elizabeth D. Liddy: One other aspect of this I might 
add, and I like what Shelly says here about the com-
putational social scientists. A lot of the data that I 
have ever worked with is textual data. What is amaz-
ing is the huge amounts of textual data that is avail-
able for analysis, interpretation. A lot of the work I 
did in the past was for the intelligence agencies, and 
there is just tons of data, way too much for anyone to 
be able to read and get a picture either of an organi-
zation, or of an individual. But by doing the natural 
language processing of it, particularly the sentiment 
analysis, the emotional side, you are able to provide 
insight and answers very quickly that would have 
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taken analysts days and weeks of reading in order to 
come up with a similar picture.

Edd Dumbill: Right. Communicating this can be 
interesting though. You mentioned that 
a lot of financial companies are looking 
to hire. That is of course because they 
know they have a lot of data. But the 
kind of things you are talking about 
may be obvious to the intelligence 
community right now, but when you 
are talking to organizations, what about 
expectations for employing data scientists, and what 
kind of expectations do you give them that they will 
be able to do if they have a data science team?

Jeff Stanton: At the entry level, for the most part, 
they are looking for people who can work with par-
ticular tools, as Kate mentioned before. So they need 
someone who can hit the ground and be productive 
pretty quickly. But that actually contrasts with a 
more experienced or higher level employee, some-
one who might have already been employed in the 
area before and has gotten data-science skills added 

onto their skill set.
What I found there is that employers are looking 

for generalists who can create bridges between the 
different areas. Often, you find the hardware people 

and the analytics people do not speak the same lan-
guage. So how do you actually get a project to work?

One of the things that we have tried to do is to 
allow our students to have specializations in the cur-
riculum, and project management for instance is one 
of those specializations. A good project manager who 
has skills in data science and other areas is a very 
valuable asset because that is the kind of person that 
you need to oversee the level of complexity that is 
coming out of these projects.

Edd Dumbill: One of the followup questions I have is 

around the development of a career path. With these 
kind of generalist and projectmanagement skills you 
are mentioning, it sounds like you almost have the 
expectation that it might be the data science people 

that end up climbing up the ladder to 
pretty strong management positions in 
the end?

Jeff Stanton: That is definitely true. There 
is, in some sense, a parallel to the evolution 
of the CIO. I do not know how many years 
we have to go back before we started to re-

ally see that C-level position be very common and pop-
ular in companies. But Chief Data Officer is actually a 
position that I have seen named at a few places. But I 
do not think it is very common yet. If we check back in 
five years or seven years, I bet we will see a number of 
places that have Chief Data Officers.

Edd Dumbill: A lot of people who may be reading this 
may not be data scientists yet, but have a peripheral 
interest from some other career angle. If people have 
been working in IT already or they have been working 
in business intelligence or finance or library science, 

“You are able to provide insight and answers 
very quickly that would have taken analysts 
days and weeks of reading in order to come 
up with a similar picture?“



BIG DATA an e-Book Series Next Generation of Data Scientists

49   |    Liebertpub.com/BIG

etc., are there any tips? How would you brief people  
to say this is how you get into big data?

Jeff Stanton: My advice would be to, first of all, have 
a direction where you want to go. I think we heard 
from Kate before that from such a rich palate of op-
portunities, you need to make a few preliminary deci-
sions about what industry or sector or problem area 
that you would like to be in. As we discussed before, 
that will guide the 
extent to which you 
need to work on 
your domain skills.

 If you have been 
working in financial 
services but you have a hankering to do genomics, you 
have got a little bit of work to do to come up to speed 
there. Then the other thing is just to do an inventory of 
the kinds of skills that you would need in that position. 

As I mentioned before, you get some people that 
are great in writing programs in a certain language, 
but maybe they do not have much of a background 
in statistics or visualization. So they know that they 

would need to pick out a program to go where they 
would be able to polish those skills.

Shelly Farnham: I would add that it is kind of a 
similar problem with computer science, that there 
is this notion that it can be very dry and involve a 
lot of math. But actually if you look a lot at what 
people are doing with data analytics and big data,  
it is a lot of fun.

So highlighting 
and emphasizing the 
fun aspects—like 
for me my work is 
to create social ap-
plications and think 

about the future of social experiences. That is a lot of 
fun. Conveying that effectively can be a little challeng-
ing. I think a lot of people are scared of the word data.

Jeff Stanton: We have a remedy for that, by the way.

Edd Dumbill: What is that? 

Jeff Stanton: We published a free e-book, an electronic 

textbook that people can download for free either on 
their iPad or as a PDF, available at http://ischool.syr.
edu/ datascience It is like a gentle introduction to data 
science. It is pretty fun and it is light. It is really aimed 
at people who do not know or who may be fearful of 
that dry, mathematical world.

Edd Dumbill: This is a great wrap-up note in many 
ways, because we have discussed that you can apply 
data science to any domain and have a lot of fun 
doing it as well. So as we come to the end of this, 
could I ask for a few closing remarks from the group?

Elizabeth D. Liddy: It is a new area, and I think what 
is going to happen is probably every week or so we 
are going to hear about another field that has recog-
nized, if they have not already, how important under-
standing and being able to utilize large datasets is to 
their field.

Jeff Stanton:  I would close by saying that if you 
are old enough to remember the energy crisis of the 
1970s, I think we have a modern data crisis, where 

“If we check back in five or seven 
years, I bet we will see a number of 
places that have chief data officers.“



there is way too much data and not nearly enough 
people to help us sort through it. If we do not get a 
handle on that, we are wasting a precious resource. 
Just like energy is a precious resource, data is a pre-
cious resource if we simply collect it and then let it 
sit around unused.

Kate Mueller: One of the things that keeps me the 
most interested in the field is because data is so prev-
alent, there is a huge potential for that data to serve 
a larger purpose. So you see things like follow-ups to 
the human genome project and the encode project. 
You see things like more advanced disaster response 
systems that incorporate social media aspects. You 

see smart energy grid development in which renew-
able energy sources can be implemented, integrated, 
and monitored in real-time and you can be much 
more responsive to outages and things like that.

That, to me, is what is the most interesting. It is 
not necessarily that we have all of these tools, but 
the end purposes that are now possible because of 
the quantity of data that we have, because of the 
sophistication of the tools that we have. That is 
what keeps the field so engaging and interesting and, 
frankly, why I hope we get a lot more students who 
start jumping into it, because there is so much pos-
sibility here; it is so young, but there is so much to 
work with.
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Abstract
Businesses are rapidly investing in Hadoop to manage  
analytic data stores due to its flexibility, scalability and  
relatively low cost. However, Hadoop’s native tooling 
for advanced analytics is immature; this makes it  
difficult for analysts to use without significant  
additional training, and limits the ability of businesses 
to drive value from Big Data.

Revolution R Enterprise leverages open source R, 
the standard platform for modern analytics. R has a 
thriving community of more than two million users 
who are trained and ready to deliver results.

Revolution R Enterprise runs in Hadoop.  
It enables users to perform advanced analysis on Big 
Data while working exclusively in the familiar R  
environment. The software transparently distributes 
work across the nodes and distributed data of  
Hadoop without complex programming.

By leveraging Revolution R Enterprise in Hadoop,  
organizations tap a large and growing community of 
analysts and all of the capabilities in R with a true  
cross-platform and open standards architecture.
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