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1. Overview

1.1 Mission

The Community Grids Laboratory (CGL) was established in July 2001 as one of Indiana University’s Pervasive Technology Laboratories. It was funded by the Lilly Endowment and located in the Indiana University Research Park (Showers) in Bloomington. Its staff includes Director Geoffrey Fox, 5 Research Associates, 1 Professional Staff and 24 PhD candidates. There are also temporary employees and consultants.

The Laboratory is devoted to the combination of the best technology and its application to important problems. We believe that e-Business and e-Science will grow in importance and imply global virtual communities. Our technology focus, Grids, are the enabling infrastructure for virtual organizations. Communities are an important virtual organization and integrating peer-to-peer network ideas and people into the Grid is a key feature of our work. Much of our innovative research exploits the observation that computers and networks are now so fast that one can use new and more transparent architectures and protocols and move from inflexible hardware to modular flexible software solutions. We also see a blurring of computers and the Network as our systems get more and more distributed. 

We need to understand mix of open source, “university proprietary” and commercial software in modern distributed systems. Currently we expect “core” technologies to be open source with packaged “solutions” and support coming from industry including proprietary software. The globalized workforce (outsourcing) will give us challenges and opportunities in both developing software and as target virtual organizations.

1.2 Publications and Presentations

In the two and half years since the founding of the laboratory, members have published over 100 papers and reports. Over 50% of these have been in the 2003 reporting period. A similar number of major presentations were also given both as invited talks and as conference contributions. This reflects our emphasis on outreach and on encouraging students to submit conference papers and attend if they are selected. We have a very high acceptance rate due to the interest in and quality of our research. 

The highlight of our 2003 publications was the book “Grid Computing: Making the Global Infrastructure a Reality” co-edited with Fran Berman (head of the NSF Supercomputer center NPACI in San Diego) and Tony Hey (Director of the core UK e-Science program). This provides an in-depth coverage of the internationally most important Grid computing activities and we made major contributions to 6 of the 43 chapters. We followed this up by a survey with a colleague David Walker of Grids in action as a so-called “Gap Analysis” which required interviewing 100 academic and industry Grid leaders to delineate next steps. The interest in this book and the Gap Analysis report has prompted us to plan writing two further Grid books – one in the next three months as a shorter more popular survey of Grids and e-Science. The second longer effort would be a distributed computing textbook based on Grid and Web technologies. We note in November of 2002, we published a seminal book on parallel computing -- The Sourcebook of Parallel Computing – with as co-authors the recognized leaders in the field.

1.3 Activities in 2003

These are covered in separate document but cover the following major areas: portals, Grid technology for messaging, peer-to-peer networks and cellular Grids, fault tolerant data transport, metadata and Semantic Grid, collaboration and systematic use of web services, universal access including linkage of PDA’s to the Grid, collaboration and a new approach to building applications in an explicit MVC – Model, View, Controller paradigm. We applied these technologies to earthquake science and the SERVOGrid (Solid Earth Research Virtual Observatory Grid). We added over the last few months work with the Undergroundfilm.org non profit organization to develop educational material in the multimedia area. Fox is co-chair of the Semantic Grid and Grid Computing Environments Research Groups of the Global Grid Forum. He worked closely with the UK e-Science program where he is a member of their TAG – Technical Advisory Group – and helped set up the OMII – Open Middleware Infrastructure Institute. Fox has continued as lead editor of the well regarded journal Concurrency and Computation: Practice and Experience. 

4 students obtained Ph.D.’s during 2003; three from Florida State and one from Syracuse.

We vigorously pursued technology transfer with NaradaBrokering and HPJava software packages being available open source. HPJava provides high level parallel programming to Java and is a long term NSF funded project completed in 2003. The Anabas Corporation is interested in licensing several CGL technologies and obtained venture funding during 2003 from the Lilly grant. A joint CGL-Anabas proposal to the 21st Century fund focused on Reverse Outsourcing and its application to education, entertainment, sports and apparel industries.

1.4 Activities in 2004

We expect our work on portals to decrease as it is moving from a research to a production activity as indicated by CGL’s leadership of the NSF funded National Middleware Initiative to harden portal technology for general deployment. We have several application areas where we hope to grow our collaborations and provide testbeds for the laboratory technology. These include particle physics with a new approved experiment looking for “Glueballs”, crisis management (with the POLIS center at IUPUI and the openGIS consortium) and biocomplexity. CrisisGrid was the theme of a 21st Century grant proposal submitted to the State of Indiana in a Indianapolis, Bloomington and Purdue collaboration focused on flood management and emergency response. We expect our research in core Grid technology to grow with a focus on applications of our messaging environment NaradaBrokering to produce robust Grids. Most intriguing perhaps is new ideas on building client applications using Web services and explicit messaging. This could be important given the growing interest in alternatives to the traditional windows approach to clients.

We will continue our work with minority institutions – teaching a class spring 2004 over the Internet using our collaboration technologies to the Historically Black Jackson State University. We have designed an Education Grid with AIHEC (American Indian Higher Education Consortium) and Indiana’s new School of Informatics. We intend submitting NSF proposals to support this new concept GESTALT – Grid for E-Science and Technology aimed at Learning and Teaching. 
1.5 Contact Information

Geoffrey Fox: Phone 8122194643 email: gcf@indiana.edu
Community Grids Laboratory

501. N. Morton Street, Suite 224

Bloomington IN USA 47404-3730

http://www.infomall.org
http://grids.ucs.indiana.edu/ptliupages/ 

2. Grid Portals
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Our major effort is the development of portals for users to use to access the capabilities of Grid and collaborative systems. We are collaborating with teams from Argonne National Laboratory, Michigan, NCSA and Texas in developing core technology for this. The Grid supports a set of services providing a palette of capabilities for users. As shown on the left, we extended the Apache open source portlet model to provide a matching palette of user interface components that can be customized for each user and application domain. We have used our DoE NASA and NSF funding to develop specific application portals. Shown on left are own portlet based home page and the portals  supporting nuclear fusion and earthquake simulation. The latter is an international collaboration with scientists from Australia, China and Japan sponsored by ACES (Asia-Pacific Cooperation for Earthquake Simulation). We are building a Grid iSERVO (International Solid Earth Research Virtual Observatory) linking their resources (portals, computers, sensors, databases). This work involves work in area of Grid approaches to GIS (Geographical Information Systems) where we have established local collaborations with the openGIS consortium. This area uses Semantic Grid technology and exploits our co-leadership of the Semantic Grid working group of the Global Grid Forum. This supports the addition of rich metadata to Grid services and we also are using these ideas to enrich descriptions of NASA satellite data to allow better use of it by researchers. 
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We have just started collaboration with a group – undergroundfilm.org – which is portal devoted to educational multimedia resources including 400 open source films. We are using this resource to test and refine our Grid technologies as its operation involves transferring several very large files. We are restructuring it using portlets and will provide collaboration support to allow discussion of the resources online. We expect multimedia applications to drive much of the commercial Grid deployment.

3. NaradaBrokering
NaradaBrokering is an open source technology supporting a suite of capabilities for reliable/robust flexible messaging; given the message based service architecture of Grids, this project is aimed at providing for the transport of messages between services and between services and clients. NaradaBrokering is designed around a scalable distributed network of cooperating message routers and processors. 

 Special features available in the current release include 

· Publish-subscribe metaphor with general XML based topics

· [image: image3.emf]Application as a Web service

Application as a Web service

Participating Client

Rendering Rendering

User Interface

W3C DOM Events

From Master

From

Collaboration

As a WS

Events

Application as a Web service

Application as a Web service

Master Client

Rendering Rendering

User Interface

W3C DOM Events

To Collaborative Clients

From

Collaboration

As a WS

Events

Control flow for collaborative SVG clients

Figure 3

Control flow for collaborative SVG clients

Collaborative SVG As A Web Service

NaradaBrokering

Support for multiple protocols including TCP/IP (both blocking and non-blocking), UDP, Multicast, SSL, HTTP, RTP, HHMS (optimized for PDA and cell-phone access) and GridFTP with protocol chosen independently at each link

· The protocols can be chosen to tunnel through many firewalls and authenticating proxies.
· Interface to reliable storage and guaranteed order-preserving message delivery

· Support for message compression and decompression.
· Fragmentation and Coalescing of large files (>1 Gigabytes).

· JMS compliance and support for JXTA interactions.
	Functionality
	WebSphereMQ
	Pastry
	NaradaBrokering

	Max number of nodes 
	Medium
	Very large
	Very large

	Robust Messaging
	Yes
	Yes
	Yes

	Robust delivery of >1 Gigabyte files
	Yes
	No
	Yes

	Support for routing P2P Interactions
	No
	Yes
	Yes (JXTA) 

	A/V Conf. and raw RTP clients
	NA
	NA
	Yes

	Proxies/firewalls tunneling
	Yes
	No
	Yes

	Dynamic Topics
	No
	No
	Yes

	XPath queries/subscriptions
	No
	No
	Yes

	Performance Monitoring
	No
	No
	Yes

	End-to-End security
	Yes
	No
	Yes. (Dec 2003)

	Support for Workflow
	Yes.
	No.
	No.

	Support for distributed caching
	No.
	Yes (Squirrel)
	No.

	Maturity of Software
	Extremely mature
	Fair
	Fair
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The NaradaBrokering software has been used extensively in several projects described below:. 

4. GlobalMMCS

The GlobalMMCS technology is a new collaboration environment built around systematic use of Web (Grid) services and NaradaBrokering messaging. In particular it converts SIP, H323 and Access Grid protocols to a common Web service protocol XGSP. GlobalMMCS uses NaradaBrokering in all its communication whether it is in form of control packets or RTP based multimedia streams. It features Web/Grid services for session control, media type conversion, audio mixing and video mosaicing.
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	Functionality
	Polycom ( H.323)
	AccessGrid
	GlobalMMCS

	Protocol Support
	 Only H.323 clients
	Only MBONE clients
	H.323, SIP, MBONE

	Server Architecture
	Expensive H.323 Hardware/Software MCU
	No conf. servers, 

Needs multicast support in the network
	 Software Servers solution. 

Based on Web Services

	Network and
Communication
Environment
	 Internet / ISDN

 Firewall     transversal under the support of VPN
	High performance with multicast support

No firewall tunneling
	Publish/Subscribe  with Firewall     transversal (VPN optional)

	 A/V Interaction

 Capability
	Client shows a few video streams
	 A client shows up to 50 streams
	A client shows up to 50 streams

	 Conferencing  scalability
	 Usually less than 20~30 sites 
	 Limited to the area of multicast networks
	>1000 sites distributed over  Internet

	Integ. of streaming & conferencing 
	 Only supports conferencing 
	Only supports conferencing
	Any A/V  source can be Streamed

	Archive & Replay


	No built in H.323 service


	 Voyager: allows replay of multiple streams
	Multiple A/V streaming archive & replay

	Other Collaboration Tools
	Limited although T120 could support other apps
	Limited to PowerPoint and chat
	XGSP allows full integration of all tools


5. Universal Accessibility Service with NaradaBrokering

Universal access refers to the capability that all users are able to access information systems (grids) independent of their access device and their physical capabilities. The Carousel project addresses this for mobile devices such as smartphones and PDAs. We provide the collaborative service which is accessible from the heterogeneous types of mobile devices through NaradaBrokering. 
5.1 Participating Collaborative Session with Mobile device

Carousel project allows users to participate a collaborative session with the mobile device wherever there are. The mobile users in the collaborative session share the application such as Microsoft PowerPoint or Web site browsed by Internet Explorer running on PCs. During the session, the mobile users also interact with other participants by exchanging text messages. 
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We are developing optimized protocol, HHMP (Hand-Held Message Protocol) for emerging 3G (Third-Generation) Network communication.  This service provides seamless access from the mobile devices to NaradaBrokering.  

5.3 MVC based dynamic sharing

Moreover, as an advanced sharing application technology, we support shared export which provides collaboration with more abstract data. Instead of sharing the framebuffer images as in shared display, the shared export exchanges abstract data such as vector graphics. We integrated W3C’s 2D vector graphics format, SVG (Scalable Vector Graphics) and also provide the interface for mobile devices of collaborative SVG. Our collaborative SVG is designed based on the MVC (Model-View-Control) model therefore the presentation view of each user can be controlled individually. With the collaborative SVG service, mobile device also shares the display under its individual control in high-quality graphics.
6. NaradaBrokering-enhanced GridFTP
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We have integrated GridFTP with the NaradaBrokering system. The advantage of this approach is that the source code of the GridFTP client need not be changed and existing client code can be used with NB system without any modification.  Due to its integration with the NaradaBrokering system, files can be recovered after failures or even prolonged disconnects. Files can be partially transmitted and if there is a failure the transmission begins at a point closer to point where the failure occurred.

7. Anabas Web Conferencing
[image: image9.emf]NaradaBrokering has also been deployed in real-time settings by providing back end support for the Anabas conferencing software running in JMS emulation mode. Several online seminars have been conducted using this Anabas-NaradaBrokering combination and the number of users collaborating concurrently has been in the excess of 30 users several times.  Anabas uses NaradaBrokering to support shared display, text chats and all session control functions. Note shared display involves sharing large – sometime multi-megabit files specifying complete frame-buffer. The messaging system must handle this, the very dynamic video frames and the short text buffers of control and text chat.
8. Applications as Web Services
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One can use the Web service model to build “ordinary” applications in the Model-View-Control paradigm with NaradaBrokering playing the role of the “control”. Conventionally a user-interaction generates an interrupt to which one posts listeners. This is replaced by a “view” module sending messages to a “model” Web service where a subscriber plays role of listener. This way of building application has significant advantages over traditional bundled applications. We can retarget applications to multiple clients as with the PDA and universal access described in sec. 5. We can support multiple O/S more easily as only the view need be ported. Further it allows us to “automatically” build collaborative applications by sharing either the input or output ports of the web service. We have applied this to the Java SVG (Scalable Vector Graphics) browser and to PowerPoint; the former is a complete Web service implementation using user-interaction events; the latter uses higher-level semantic events like “slide change”. We believe a complete Web Service architecture desktop can be built this way and that it will revolutionize client computing.
9. Federation in Peer-to-Peer Grids
NaradaBrokering can be used for federation between different distributed systems by acting as a dsitributed gateway intercepting messages between different  syles of Grids and peer-to-peer networks. We have demonstrated this with the JXTA P2P network where we have modified their rendezvous peers to act as such gateways. This allows NaradaBrokering to federate many JXTA peer groups together.
10. Java for High Performance Computing
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The HPJava project was started several years ago by researchers now working at CGL.  It  was conceived as part of the community-wide Java Grande process.  Both these activities have been promoting large scale computing—notably parallel and scientific computing—using software-engineering approaches based on the Java platform.  An early product of the HPJava project was the widely-used mpiJava MPI binding for Java.  This package continues to be downloaded and supported, and is being used in classroom settings.  Another major milestone was achieved earlier this year when we made the first release of the HPJava Development Kit.  This includes a translator (i.e. compiler) for a syntactic extension of Java with support for Fortran-like multidimensional arrays and HPF-like distributed arrays.  The lack of these has been an obstacle to uptake of Java for scientific computing.  The release package also includes standard libraries for operating on the new data structures.
10.1 mpiJava
The mpiJava package provides a bridge between Java and various platform-specific implementations of the 

Message Passing Interface for high-performance computing.  Supported native platforms include MPICH, LAM, SunHPC and the IBM SP implementation of MPI.  So mpiJava allows development of portable Java programs that can be executed efficiently on important distributed-memory parallel computers.  This software continues to be popular (see chart—about 2000 downloads so far) and we actively maintain and update it.

10.2 HPJava Development Kit
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In April this year we released the first version of the HPJava Development Kit, as open source software.  It supports development of scientific software in an extended version of the Java language, called HPJava.  HPJava builds on mpiJava and provides a much higher level collective communication library called Adlib.  HPJava programs are compiled to standard Java class files that can execute on a distributed collection of standard Java Virtual Machines, interacting through a native MPI or TCP/IP sockets.  It can also run in parallel on SMPs using Java thread parallelism.  Compilers and high-level libaries are pure Java.  A new portability layer called mpjdev encapsulates any unavoidable platform dependence.
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loaded into your account:

/C=US/0=Globus/O=Indiana
University/OU=Extreme Lab/CN=Dennis (View) (Remove)
Gannon

(default
proxy)

Click the button below to add another
GSI proxy credential to your account:

((Get New proxy)

Service List:

‘chunk extreme.indiana.cdu

gsiftp:/ /baldy.extreme.indiana.edu:2811
hunk.extreme indiana.edu
k2.extreme.indiana.edu
rainier.extreme.indiana.edu

(Remove)

Service:

rainier.extreme.indiana.edu

Direction:
With your proxy (for authentication and authorization) stored locally.
through ProxyManager portlet, you can either choose one or
multiple items from the service list on the left, or enter a new service
URL in the bottom textbox. Then click the corresponding (=)

button to add the item(s) to the right to-be-checked list. Click (<)

button to move the item(s) back to the backup service list. If there is
any item listed in the to-be-checked list on the right side, you can
either check them all, or selectively choose some of them first, then
dlick (Ping! ) button. If the item listed in the right box begins with

, that means it is not avalable. You may continue to check its
availability before click (Refresh ) to expel them out of your resource

list. (Remove)) button removes the selected items in the service list

Monitor submitted jobs

Jobname myjob

Host name | rainier.extreme.indiana.edu

rainier.extreme indiana.edu | %

Port

Certificate - c_15/0-Globus/O=indiana University/OU=Extreme (=Dennis Gannon 1)
Buse /C=US/0~=Globus/O~Indiana University/OU~Extreme Lab/CN=Dennis G 2

Note: If you don't see all your certificates above, that means some of them have
expired

Executable /bin/who
Arguments

Directory:

Standard
Output File
Standard
Error File

(Runjob)

Output  Job submitted successfully.

mgovinda pts/4  Aug 29 09:34 (exodus.extreme.ndiana.edu)
asarangi pts/7  Oct 28 18:17 (antlion.csindiana.edu)

aslom  pts/i1  Sep 214:39

aslom  pts/12  Sep 214:39

gkandasw pts/16  Nov 4 15:00 (linbox3.extreme.indiana.edu)
lfang pts/17  Oct 316:08  (brick.extreme.ndiana.edu)
lfang  pts/19  Nov 8 15:47 (dhcp-cs-244-110.cs.indiana.edu)
asarangi pts/20 (antlion.cs.indiana.edu)
gannon  pts/21 (mac.extreme.indiana.edu)
asarangi pts/22 (antlion.cs.indiana.edu)

lfang  pts/23 (brick.extreme.indiana.edu)
lfang  pts/24 (brick.extreme.indiana.edu)
lfang  pts/26 (brick extreme.indiana.edu)

gkandasw pts/29  Nov 809:27 (adsl-68-76-216-16.dsl.bitnin ameritech.net)
chik  pts/31  Nov 809:54 (12-223-243-241.client.insightbb.com)
lfang  pts/33 (brick extreme.indiana.edu)
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Welcome to Jetspeed -> Home

Customize Logout Edit Account (gateway)
Server date: Aug 19, 2003 11:41:18 AM

GEM Applications ¥4

Code Selection

Please select a code and host machine from the following list of applicatians. When you have made yaur chice, cick the "Make Selection” buttan at the bottom of the page.
Spisioc

Ssimplex

[lGeoresT]

L GeorEsT pius_viz]

Make Selection

h N Cornmurity Grid Labs, Indiana University

GEM





Ble Edt Vew Favorites Tools Help Links.

Qo - © - [%] B @ Oseach Fpravories @riede ) (- L [F [ 4

Address

€] http: jdanube. ucs indiana. edu:4080) jetspeedportal/media-type/htmijusermpierce/page/ def . psmifjs_pane/P-F70755b560-10000

B

U;S. Department,ofiEnergy,

ional Collaboratories

Resources Manage Fi

GPIR Machine Summary 2 Jobs

SRB

Fusion Grid Portal Demo

Welcame Marlon Pierce
Edit account: mpierce

Logout

My
MySRB Login Page

Use Ticket-based Access
Change MySRB Password
Forgot MySRR Password
Register As New User
MySRB Online Help

RB MySRB Login

SRB User Name:

SRB User Domain Name:
SRB User Password:
SRB Port Number:

SRB Hose

Please exit SRB

u have finished

minutes

Session will timeout in

MySEE - A Quick Introduction

o What is MySRB? MySRB is a web-based browse and
search inferface to the Storage Resource Broker (SRB)
developed at the San Diego Supercomputer Center
(SDSC). The SRB faciltates information sharing by
allowing users (1) to access s stored on heterogensoves
resources including disks, tapes and databases on different
machines through logically organized catalogs, and (2) to
manage and share data collections in a secure manner.

o Who can use MySRB? Currently, MySRB is restricted to
users who have computer accounts at SDSC, and who
have registered for MySRB. I you are not at SDSC and
would like to use MySKB please contact srb@sdsc.edu

o CanTuse MySRB from anywhere? Yes, except during
segistration. Once you are registered user of MySRB, you
can access it from anywhere via web browsers. When
registering, the browser must be running inside the SDSC
frewall ie., IP address of 132.249.x.%).

o What about security? MySRB uses secure-hiip (https)
protocol using 128-bit RSA authentication. As an exira
degree of profection, your browser receives a uique
session key when you login, once it fime limit (default 60
minutes) expires, you must login again in order to confine.

« Addifional Enformation can be found af: MySRB On
Help Page.

o Please send enuiries or complaints to srb@sdse.edu

Click here for status of current experiment

Click here for most recent summary

[ Browse | by calendar Year: | | Month:[01 v

by date of experiment| | (n SO format e.g. 19990219 = February 19, 1999, 200003 = March 2000,
2001 = all of2001)
© Nomal O Quick Search

byshotnumber |

by miniproposal number| |

[(Search | by SESSION_LEADER v name| /(1993 present)

bysring| |insummary.

O Quick Search

© Normal

Submit | SQL query (the sample query finds the most recent shot)

SELECT shot, time_of_shot
FRON summaries
UHERE shot = ( SELECT MAX(shot] FRON summaries )

View Search Tips

Go to D3DRDB Home Page

Click to submit either a Chief Operator summary, Physics Operator summary or a Session Leader summary

CERQUICK Summaries ZIPFIT Summaries

Feel free to send any questions, suggestions, comments, or cancems about this web page and the DSDRDB database to Justin

Burruss (buruss@fusion.gat.com
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© Theses
« Presentations

Reports and Papers

* Geoffrey Fox, Shrideep Palickara, Marlon Pierce and David Walker Towards Dependable Grid
and Web Services to be published in ACM Ubiquity

Sang Boem Lim, Bryan Carpenter, Geoffrey Fox, and Han-ku Les, A Device Level

Communication Library for the HPJava Programming Lanquage in proceedings of the

IASTED International Canference on Parallel and Distributed Computing and Systems (PDCS
2003), November 3 to November 5, 2003, Marina Del Rey, CA, USA

Geoffrey Fox Messaging Systems: Parallel Computing the Internet and the Grid
EuroPVM/MPI 2003 Invited Talk September 30 2003

Geoffrey Fox, David Walker e-Science Gap Analysis June 30 2003
Geoffrey Fox, David Walker Appendix to e-Science Gap Analysis June 30 2003
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Web Service Model for Application Development
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NaradaBrokering

Messaging

Interrupts in traditional monolithic applications become

“real messages” not directly method calls

Natural for collaboration and universal access
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Collaborative SVG As A Web Service
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Control flow for collaborative SVG clients


Figure 3 Control flow for collaborative SVG clients
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