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Abstract
We propose a data analytics visualization on the Blue Waters supercomputer. It aims to explore interoperability of large-scale cloud data processing software to HPC environment. It involves clustering and projection to 3 dimensions for visualization of gene sequence collections. We have already completed visualizing a sample of 100K clustered sequences and will extend this to 1-5 million sequences. This will involve a major supercomputer computation as both steps scale like the square of the sample size. However our codes are efficiently parallelized and will scale to large systems. This demonstration will illustrate three important novel/leading-edge technologies:
a) Clustering with deterministic annealing to obtain robust results avoiding local optima.
b) Dimension reduction using both deterministic annealing again (for robustness) and conjugate gradient to dramatically improve a matrix solver step (a factor of 5000 for a million sequences). 
c) A novel cloud-HPC interoperability platform “Harp” that delivers high MPI quality parallel performance from a Hadoop platform.
We believe that both a) and b) are currently the best algorithms in their area and are implemented so they will give scalable data analytics on clouds and supercomputers. 

Introduction
It is estimated that organizations with high-end computing infrastructures and data centers are doubling the amount of data they archive every year. Many of the primary software tools used to do large-scale data analysis and visualization are required by these applications to optimize their performance. Sophisticated machine learning techniques offer the best results to return to the user. It did not take long for these ideas to be applied to the full range of scientific challenges. Twister [1] extends Hadoop MapReduce, enabling HPC-Cloud Interoperability. By extension we show how to apply Harp [2] (HPC-Twister) to support large-scale iterative computations that are common in many important data mining and machine learning applications. 

Data analysis often involves looking for “structure” in data collections and then classifying points in some fashion. “Unsupervised” investigation is one such approach in which two useful techniques are clustering and MDS [3] [4] (Multi-Dimensional Scaling). Clustering does what the name suggests – it finds collections of data near each other and associates them as a cluster. MDS takes data and maps it into Euclidean space. It can be used to reduce dimensions – say to 3D so it can be visualized – or to take data not in a Euclidean space and map it into one. K-means is a famous clustering algorithm that works on points in a Euclidean space. There are also clustering algorithms that work for non-Euclidean spaces and fancier algorithms for Euclidean data. Gene sequences are a good example of data points that are not Euclidean but one can still estimate distances between them. MDS maps points so distances in mapped Euclidean space are “near” distances in original space, whether Euclidean or not. This is illustrated below using a variant of the well-known SMACOF MDS.
[image: C:\Users\Geoffrey Fox\AppData\Local\Microsoft\Windows\INetCache\Content.Word\101020_r2_wdasmacof_k15_w100.png]Large datasets require parallel computing, which can be performed by MapReduce in the cloud. For example there is a Hadoop-based K-means in the Apache library Mahout, though its performance leaves much to be desired when compared to Iterative versions of MapReduce. Apache Spark is the most well-known example, but Twister from Indiana University has similar capabilities. There is a version of Twister optimized for HPC called Harp [2] which has K-means and MDS implemented. It can be used on sample data such as that illustrated above. One can also compare it with the Mahout version and explore different numbers of clusters. We will port our robust sequence clusterer [10] to Harp.
Case study of million gene sequences analysis with Harp and MDS (WDA-SMACOF) 
We explore here a complex scientific application with bioinformatics data analysis and visualization. Next generation sequencing (NGS) techniques have high throughput of sequence generation. With its help, massive amounts of sequences can be generated within a short time from the gene samples. As a result, challenges have emerged about the best method to do analysis on these sequences. To visualize the clustering result with a large scale of sequences, it is essential to do customized optimizations for bioinformatics data on the multidimensional scaling (MDS) techniques. We use pairwise clustering and MDS to perform large scale sequence clustering and visualization. The optimization techniques used here greatly improve the performance of the data processing pipeline and extend its capabilities of processing millions of sequences for analysis.
Harp [2] is a plug-in to Hadoop designed to abstract communication and therefore improves the performance. Hadoop MapReduce defines data as key-value pairs and computation as Map-Reduce tasks, but it lacks an abstracted communication pattern. Harp can be considered as a powerful complement to Hadoop with data abstractions and related communication abstractions. It has the following features: hierarchal data abstraction, collective communication model, pool-based memory management, BSP-style Computation Parallelism, and fault tolerance support with checkpointing. By transforming map-reduce programming models into map-collective models, it can avoid HDFS read/write, reducing extraneous iterations and improving performance overall.
We’ve developed a data clustering and visualization pipeline, where the workflow deployed both Hadoop and Twister in order to achieve maximum performance [10] [11]. With the help of Hadoop-Harp [2], this pipeline could be directly implemented on Harp with collective communication support. The application is memory-intensive. For the problem of 400K points, it needs about 4TB of memory in total and about 4TB of storage to store the data. This problem size previously took one hour to execute with 128 nodes and 4096 CPUs on Big Red II at Indiana University. Note a smaller 100K size run can also use this size machine with efficiency reduced to 50%. 
Harp MDS on Blue Waters Supercomputer
Now we want to improve this algorithm on a much larger scale. On Blue Waters supercomputer, each XE compute node also has 64 GB memory, the same as Big Red II. We plan to scale to 1024 nodes (32768 CPUs) and run on one million sequences or even larger problem sizes. Extrapolating Big Red II results, a million sequence run should take about 2 hours and sizes of up to 5 million sequences should be practical for execution time and memory use. We will perform additional runs to understand scaling of performance. We believe this would be the first large-scale data analytics of its type and is our proposed SC14 demonstration and visualization.
Request of Resource allocation on Blue Waters
· Peak allocation of up to 1024 nodes (32768 CPUs) to run one million sequences (e.g. 2 hours).
· Deploy Hadoop-2.2.0 and the JDK version 1.7.0_45. 
· Submit a job in Cluster Compatibility Mode (CCM) but not Extreme Scalability Mode (ESM) on Cray Linux environment. 
· Access storage service or file system on Blue Waters for 5 Terabytes of data. For small input data, we still use HDFS. 

Scientific outcome 
[bookmark: _GoBack]All experiments will be properly archived. We will write a report on the scientific outcome and usage of Blue Waters computing resources. We may explore other joint publication or projects.

Open Source
All the technologies discussed here are available open source: http://salsahpc.indiana.edu/pviz3/, https://github.com/jessezbj/harp-project, and https://github.com/DSC-SPIDAL. 
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