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Figure 9: Comparison of MPI and CCR and their mixture on Intel2a in “scaled speedup” with 160,000 data points per computation unit (thread if CCR used, process if MPI only). We plot execution time and overhead from equation (7)








Figure 8: Comparison of MPI and CCR and their mixture on AMD4 in “scaled speedup” with 400,000 data points per computation unit (thread if CCR used, process if MPI only). We plot execution time and overhead from equation (7)











