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Summary of Proposal Personnel and Work Efforts 

We will develop a Solutions Network to use NASA products for improved decision 
support for earthquake hazard assessment and mitigation. 

 

Figure 1. Proposed Solutions Network showing users, scientists, and computational 

infrastructure developers. 

This work will form a multi-institutional team composed of state and government 
agencies, academia, and NASA’s Jet Propulsion Laboratory (Figure 1).  There will be 
three primary tasks associated with the activity. 1) The main goal will be to establish a 
robust solutions network, which will require establishing solid working relationships with 
the users in the state and federal governments.  This work builds on work carried out 
under NASA’s QuakeSim and SERVO (Solid Earth Research Virtual Observatory). 
These projects have already established excellent working relationships between the 
geophysical researchers and computational scientists on our team.  The proposed project 
will now add the end user into the network. 2) Our second task will be to improve and 
validate our forecasting and simulation tools with oversight from our state and federal 
partners.  This will include adding new NASA data such as GPS and planned InSAR data 
into the decision support tools pipeline.  3) Last, we will continue to improve the 
computational infrastructure, which included federating data, deploying web services, 
and building a component-based portal for accessing data and simulation tools. 

Proposal personnel are outlined in figure 1. Graduate students and postdoctoral 
associates will participate in the work carried out by the four participating universities.  
The work directly addresses the National Priority of Disaster Management for 
earthquakes. 
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Decision Support Overview/Baseline 

HAZUS-MH Earthquake Module – A Decision-Support Tool 

The Federal Government has developed HAZUS-MH as a Geographical Information 
System (GIS)-based planning tool for emergency managers to address a fundamental 
question: As earthquakes, hurricanes, and floods continue to occur, how can we plan to 
minimize damage and loss of life from these natural events to ensure that natural hazards 
do not become large-scale, catastrophic natural disasters? This software provides a means 
to convey risk to the public so that communities can be informed and motivated to 
respond appropriately through better hazard planning, preparation, mitigation, and 
response. The HAZUS-MH software is designed to be easy and quick to use, given a 
familiarity with the software.   

FEMA oversees HAZUS-MH activities at large, whereas the National Institute of 
Building Sciences (NIBS) manages this tool’s development and implementation for use 
by the Federal, State, and Municipal emergency management community. FEMA initially 
released HAZUS in 1999 primarily as a tool for earthquake disaster risk assessment. 

A sizeable and diverse team including the following members oversees software 
development: (1) FEMA Mitigation Directorate; (2) NIBS, which is in charge of project 
management; (3) expert committees that provide technical and expert oversight; and (4) 
leading firms in loss estimation (e.g., ARA, Inc.) that are in charge of technical and 
software development, pilot studies, and model calibration/validation. The expert 
oversight committees consist of several Federal agencies, many universities, some state 
agencies, and multiple consulting firms. In addition, FEMA is providing software training 
and education, plus technical support in the use of the HAZUS-MH. 

ARA et al. [2003] estimated the total HAZUS-MH user base to be over 1700 prior to 
the 2003 release of the Hurricane and Flood modules and expected this user base to grow 
to over 9000 end users when these two modules came on line. HAZUS User Groups now 
exist in several states and/or regions of the country. These user groups hold meetings and 
maintain Web sites to exchange information on applications of the HAZUS-MH software 
(see http://www.fema.gov/hazus/us_main.shtm for additional information). 

Each hazard-specific module includes a basic functionality common to all HAZUS 
natural hazards loss estimation software, plus additional functionality unique to the 
particular hazard (e.g., earthquake). Each HAZUS-MH module (earthquake, wind and 
flood) allows the user to map, assess, and display geospatial data pertaining to a specific 
natural hazard to assess and mitigate hazard risk. HAZUS-MH also enables estimation of 
physical damage to buildings, critical facilities, and other infrastructure. In addition, each 
hazard-specific module gives estimates of economic loss (e.g., lost jobs, business 
interruption, repair costs, construction costs) and social impacts (e.g., identifying 
requirements for shelters and medical aid). HAZUS-MH allows end users (1) to assess 
hazard vulnerability to identify areas requiring additional planning consideration; (2) to 
assess pre-disaster preparedness and readiness; (3) to compute potential losses from 
assorted hazard events, such as pre-event, near real-time, and post-event reporting 
scenarios; (4) to determine resource allocation needed for most effective response and 
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recovery; and (5) to prioritize implementation of mitigation measures required to 
reduce/mitigate future losses. 

Scenario earthquakes describe the expected ground motions and effects of specific 
hypothetical large earthquakes.  These are used in planning and coordinating emergency 
response, by utilities, emergency responders, and other disaster management agencies. 

OpenSHA Decision Support Tool 

OpenSHA is an effort to develop object-oriented, web- & GUI-enabled, open-source, 

and freely available code for conducting Seismic Hazard Analyses (SHA) 
(http://www.opensha.org). The goal of OpenSHA is to provide a framework where any 
arbitrarily complex (e.g., physics based) earthquake-rupture forecast, ground-motion, or 
engineering-response model can “plug in” for analysis without changing the basic code. 
The goal is also to enable the various SHA components to be geographically distributed 
over the internet with a user-friendly web interface. This infrastructure should 
significantly reduce the gap between cutting-edge geophysics and state-of-the-art hazard 
and risk evaluations. OpenSHA encourages participation from anyone in this 
development. 

Seismic Hazard Analysis (SHA) depends on three types of models: 1) a forecast of all 
possible earthquake ruptures for the region; 2) a ground-motion model giving the level of 
shaking for each possible rupture; and 3) an engineering model of structural response 
given the ground shaking. Current implementations combine models (2) and (3) into what 
OpenSHA calls an “Intensity-Measure Relationship” which gives the conditional 
probability that an intensity measure (some functional of ground shaking found by 
engineers to correlate with damage) will be exceeded at a site given the occurrence of a 
specified earthquake rupture. Our proposed work should improve the forecasting of 
possible earthquake ruptures for a given region, which will feed directly into parts 2 and 
3 of the OpenSHA methodology. 

Measures/Indicators to Determine Quality of Decision Making 

Earthquake forecasting currently is successful for 50-year outlook on 100 km scales.  
Any improvement in earthquake forecasting will greatly improve inputs to decision 
support tools such as HAZUS-MH and OpenSHA.  Initial testing of our forecasting 
methodology, based on NASA developed tools and to be refined with NASA data, 
indicates success on 10 year, 20 km scales. 

Reasons/Needs for Improvement 

NASA Stennis Space Center has documented an evaluation of HAZUS-MH for 
hurricane loss estimation [NASA SSC, 2003].  The evaluation revealed that use of NASA 
remote sensing and modeling technologies have potential for improving the hurricane 
model.  Similarly, it is the expectation of this proposal team that NASA remote sensing 

and modeling technologies can enhance the earthquake model through better 

understanding of underlying physics and representation of ground motions through 

simulations and pattern recognition rather than statistical methods. 
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Earth-Sun System Research Results 

NASA has invested in the development of QuakeSim and SERVO [Donnellan, et al., 
2004], the Solid Earth Research Virtual Observatory. The goal of QuakeSim was to 
develop a solid Earth science framework to better understand active tectonic and 
earthquake processes and to construct a fully interoperable system of tools for studying 
these processes (http://quakesim.jpl.nasa.gov).  Three major high performance simulation 
tools, GeoFEST, PARK, and Virtual California [Parker, et al., 2003], were developed 
under QuakeSim to model stress and flow in a realistic model of the Earth’s crust, to 
study the slip on a fault associated with earthquakes, and to simulate interacting fault 
systems.  In addition to the high performance software, the QuakeSim project developed 
and populated a fault database, QuakeTables, which contains basic data for California 
faults in formats suitable for input to QuakeSim simulation codes.  The simulation 
software, pattern recognizers, and databases were wrapped with Web Services and clients 
to these tools were integrated into an interoperable web portal.  The follow on project, 
SERVO, extended the portal, interoperable framework, and federated databases. 

QuakeSim was sponsored by NASA’s Computational Technologies Program.  All of 
the milestones were successfully met, and the project completed in fall of 2005.  The 
SERVO project, funded under NASA’s Advanced Information Systems Technologies 
Program (AIST), will complete in spring of 2006, however, we will seek follow on 
funding in 2006. Through these projects we have developed a Web Services-based 
problem-solving environment that links together diverse earthquake science applications 
on distributed computers. This environment has expanded to include many more 
applications and tools – such as the major simulation tools, data inverse code, pattern 
recognition, database access, and visualization code. We also devoted significant effort in 
the AIST project to developing Geographical Information Systems (GIS) services, which 
we are integrating with several of the modeling and simulation codes through workflow 
tools [Aktas, et al., 2004; Aydin, et al., 2005; and  Aktas, et al., 2005a]. 

Particularly notable was the portal integration and use of the Pattern Informatics (PI) 
code that has successfully been used to forecast California seismic hotspot activity with 
an 11 km resolution. Of the most recent 18 “significant” earthquakes in California, 16 
occurred within the forecast hotspots (http://quakesim.jpl.nasa.gov/scorecard.html) 
[Holliday, et al., submitted]. After its integration into the QuakeSim portal, the PI code 
was used to forecast earthquakes in other regions of the world and to determine its 
sensitivity and range of application.  It is integrated with GIS services and workflow tools 
[Aydin, et al., 2005a]. 

NASA has invested in understanding existing InSAR data and in concepts for future 
NASA InSAR missions. The goal of an InSAR mission is to provide sound science for 
sound decisions. The process of enabling new sources of knowledge to be used by 
decision-makers requires partnering from the inception of the project, thereby optimizing 
the capacity to transfer research results effectively between the technology agency 
(NASA), the science agency (NSF), and mission (USGS, FEMA, and international) 
agencies [Zebker, et al., 2005]. It is timely to integrate QuakeSim and SERVO 
functionality with existing and anticipated InSAR data into the HAZUS-MH earthquake 
model. 
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Technical/Scientific/Management 

Objectives 

We propose a solutions network for integrating NASA products into Federal 
Emergency Management Agency (FEMA), United States Geological Survey (USGS), 
and the State of California decision support tools.  Tools are HAZUS-MH and OpenSHA. 
NASA products include expected Interferometric Synthetic Aperture Radar (InSAR) and 
GPS data, and QuakeSim and SERVO (Solid Earth Research Virtual Observatory), which 
include integrating datasets for forecasting and simulations using a portal. 

HAZUS-MH is FEMA’s risk assessment software for analyzing potential losses from 
floods, hurricane winds and earthquakes. Current scientific and engineering knowledge is 
coupled with the latest Geographic Information Systems (GIS) technology (from ESRI) 
to produce estimates of hazard related damage before, or after, a disaster occurs. 
OpenSHA is an object-oriented, web- & GUI-enabled, open-source, and freely available 
code for conducting Seismic Hazard Analyses (SHA) developed by the southern 
California Earthquake Center (SCEC) and the United States Geological Survey (USGS). 

Technical Approach and Methodology 

Our prototype solutions network will integrate the QuakeSim/SERVO team with end 
users, developers, and trainers of HAZUS-MH and OpenSHA.  QuakeSim team members 
include geophysicists Andrea Donnellan (and team at JPL) and John Rundle (UC Davis), 
earthquake geologist Lisa Grant (UC Irvine), computational scientists Geoffrey Fox and 
Marlon Pierce (Indiana University), and computer scientist Dennis McLeod (USC). We 
will work with end users, trainers, developers, and promoters of HAZUS-MH and related 
decision support tools for seismic loss reduction from the states of Indiana (Neil 
Devadasan and Kevin Mickey of the Polis Center) and California (Michael Reichle and 
John Parrish, State Geologists; and several Members of the Seismic Safety Commission).  
We will also work with Ned Field, head of USGS development team for OpenSHA. 

Activities will include regular meetings and involvement with the end users to test, 
improve, and integrate our tools. We will refine the forecasting and simulations 
methodology, improve the federated databases and interfaces, and refine the portal. 

Proposed Network of Organizations 

The project develops a true solutions network based on experts in widely disparate 
fields that include theoreticians, implementers, and end users. The QuakeSim/SERVO 
team has a long track record of working effectively together, and has so far achieved all 
of its milestones set forth.  It is now timely to integrate QuakeSim products into decision 
support tools for earthquake hazard assessment, analysis, and loss estimation. 
QuakeSim/SERVO is at the correct stage for building a network of users, and in fact 
recent discussion has take place about infusing QuakeSim into the community. The 
Solutions Network will take place in concert with continued technical improvements to 
refine the portal and optimize it for use in HAZUS and OpenSHA. We will improve our 
forecast methodology and portal interface with input from the users and validators. 
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Integrated System Solution Chart 

 

Architecture for this Project 
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Relevance to NASA’s Strategic Objectives and National Applications 

This project addresses NASA’s strategic objective to “Conduct a program of research 
and technology development to advance Earth observation from space, improve scientific 
understanding, and demonstrate new technologies with the potential to improve future 
operational systems.”  We will lay the groundwork to integrate data from a NASA InSAR 
(Interferometric Synthetic Aperture Radar) mission into the HAZUS-MH and OpenSHA 
decision support tools. 

We will address the national application of Disaster Management.  Extending 
QuakeSim and InSAR and GPS data will extend NASA science results and technology 
development for disaster management preparedness by improving inputs to hazard 
analysis, damage assessment, and loss estimates. We will focus here on earthquakes, a 
key component of this solicitation; however, this network can be extended to include 
volcanoes, landslides, subsidence, and flooding, particularly when systematic InSAR 
measurements become available.  

The decision support tools will be improved by estimating potential sources from 
surface deformation data as well as simulation and modeling experiments.  By partnering 
early we should more effectively address issues and prepare for new data, assuring 
sustained use of the solution network. 

Integrating results 

The components of QuakeSim/SERVO are ideally suited to feed directly into 
decision support tools. In fact, all of the components of QuakeSim fit directly into the 
NASA and Research Partners section of the Integrated System Solution Chart.  It is now 
time to extend the project to the HAZUS-MH and OpenSHA user community. It was a 
goal of QuakeSim to develop tools for Observing System Simulation Experiments 
(OSSE) to generate simulated products of future sensors – in particular InSAR data. By 
working with the end-user community we will be able to test the value of these OSSEs as 
potential inputs to decision support tools.  Concurrently we will be building a network of 
users, which should serve to bring NASA InSAR data much more quickly to a national 
benefit for decision support tools as soon as the data are available. 

Once the size and location (epicenter) of a hypothetical earthquake is selected, the 
HAZUS software, using a series of mathematical formulas, calculates the violence of 
ground shaking, the amount of damage, the number of casualties, the number of people 
displaced by damaged structures, and the disruption and economic losses caused by the 
earthquake. These formulas describe the relationship between earthquake magnitude, 
violence of ground shaking, building and utility system damage, cost of repair, and 
indirect economic impact. HAZUS allows the user to change the size and location of the 
hypothetical earthquake to see the range of damage that may occur to the community.  
QuakeSim will allow for more accurate and realistic sources from which to carry out the 
calculations, and linking with QuakeTables will allow use of the latest relevant data about 
active faults 

The goal of OpenSHA is to provide a framework where any arbitrarily complex (e.g., 
physics based) earthquake-rupture forecast, ground-motion, or engineering-response 
model can “plug in” for analysis without having to change what’s being plugged into. 
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The goal is also to enable the various SHA components to be geographically distributed 
over the internet in a “community modeling environment.” These are tied together with a 
web interface.  This infrastructure should significantly reduce the gap between cutting-
edge geophysics and state-of-the-art hazard and risk evaluations. OpenSHA encourages 
participation from anyone in this development.  We anticipate that OpenSHA will be easy 
to work with and have been engaged in dialog with Ned Field of the USGS about 
integration of QuakeSim components, such as Virtual California, with OpenSHA.  We 
will also work to extend our Web Services environment into OpenSHA. 

HAZUS-MH is currently a Windows-only system, but it does offer modular extension 
capabilities and integration with Microsoft Access and SQL Server data bases. There are 
different approaches to integrating new data and models into HAZUS-MH. Field et al. 
interfaced OpenSHA with HAZUS-MH by producing data that HAZUS-MH can accept. 
We will initially build Web Service connections to HAZUS-MH databases that will allow 
us to exchange data between our Open Geospatial Consortium compatible, Geography 
Markup Language (GML)-based GIS data services [Aktas, et al., 2005a] and ArcGIS-
compatible data formats used by HAZUS-MH.  This will require some development 
work to create GML-ESRI converters for our specific data sets, but this is a common 
problem and we have a high likelihood of success since our team includes both GIS and 
HAZUS-MH developers.  Besides the data exchange model described above, we will also 
evaluate developing HAZUS-MH modules to directly invoke SERVO codes. We will not 
directly integrate SERVO applications (which typically must be run on UNIX 
workstations, clusters, and supercomputers) with Windows-based HAZUS-MH. Instead, 
we will develop HAZUS modules (using its support for Java) that are lightweight Grid 
Web Service client stubs to the remote services.  This is essentially the same approach 
that we use for the QuakeSim portal. The value of this integration is probably highest for 
rapidly running codes like Pattern Informatics, which run in a few seconds or minutes.  
GeoFEST and VC runs are much longer (several hours or more), so HAZUS-MH 
integration will need some investigation. 

It is also feasible to reverse the process and use HAZUS-MH as a service for our 
portal client.  All maps generated by HAZUS-MH can be exposed as an ArcIMS image 
or feature service.  ESRI has two extensions to expose ArcIMS in OGC compatible 
Feature or Web map services.  We have written a component to translate ArcIMS into 
Web map service for USGS.  One other option is to use ArcGIS Server components to 
write a custom web map application to be compatible with OGC map services.  Once 
exposed as map services, HAZUS-MH maps can be imported into the QuakeSim portal 
[Sayar, et al., 2005]. 

In previous discussions with HAZUS users they expressed interest in a Grid to drive 
HAZUS.  Each county in Indiana has to separately use it to satisfy federal law.  By 
wrapping HAZUS as a Service and allowing it to accept distributed data (just transferred 
from distributed services or files), Indiana counties can then be supported by a few 
HAZUS experts and a central cluster to give needed compute power.  HAZUS will be 
wrapped as a standalone simulation.  We will produce filters that transform our features, 
simulations, and data into HAZUS input file, including those needed by its arcGIS ESRI 
engine. 
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Innovative Aspects 

This process of integration, proposed here, has recently assumed significantly greater 
importance, due to the fact that the current Working Group on California Earthquake 
Probabilities has decided to incorporate results from QuakeSim products, specifically 
Virtual California simulations, into the next generation of earthquake probability 
calculations (Ned Field, personal communication, 2005).  These probabilities are then 
used by the California Geological Survey and the California Earthquake Authority (CEA; 
http://www.earthquakeauthority.com) to set the earthquake insurance rates throughout the 
state of California, implying a large economic impact for QuakeSim products. According 
to the Governing Board Memorandum of February 24, 2005 [CEA, 2005], these 
insurance rates will be set in a cooperative process involving the USGS, SCEC, and the 
CGS.  As a result, an important member of the proposed solutions network will be Dr. 
Ned Field, USGS, the chair of the WGCEP Executive Committee that is charged with 
carrying out the latest forecast probability calculations. 

Grid Services 

SERVOGrid is implemented as a collection of Web Services for accessing data 
sources, execution codes, and other tools. User interfaces to these services are 
implemented as portlets [Abdelnur, et al., 2003], which are in turn aggregated into a 
central portal (Figure 2). 

Aggregating Portal

QuakeTables

and GIS
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Job Sub/Mon 

And File
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Operating and

Queuing 

Systems

WSDL
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User Interface Server
HTTP(S)

 

Figure 2. The SERVOGrid Architecture consists of distributed Web Services accessed 

through the QuakeSim user portal. 

We chose the portlet approach for building our Web portal.  This has the primary 
advantage of allowing us to plug in third-party portlets into our system.  Thus it is not 
difficult to combine a user interface that combines portlets to our Web Service Grid 
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components as well as portlets to various Globus Toolkit services [Open Grids 
Computing Environment, 2005], collaboration tools, news and information services, and 
so forth.  For example, we expect significant advances in integration of community 
collaboration tools developed by the Sakai [Sakai, 2005] project (calendars, message 
boards, Wikis, document managers) with portlet containers.  It is this approach that 
makes our system ideally suited for extending to HAZUS-MH and OpenSHA. 

Quake Tables Fault Database 

Designing data services to provide data access to the SERVOGrid codes was as 
important as managing applications. The QuakeTables Web Service and Web accessible 
database [Chen, et al., 2003; Grant, et al., 2005] was our initial data service.  
QuakeTables acts as a data repository for earthquake fault data, including location, 
geometric and material characteristics, and provenance information such as the source 
(author, journal information, etc) for a particular fault entry. QuakeTables, as a Web 
Service, provides both a human usable Web interface and a WSDL-based programming 
interface.  Using the latter, we have integrated QuakeTables with GeoFEST, Disloc, and 
Simplex through the QuakeSim portal.  We will extend QuakeTables to our applications 
HAZUS-MH and OpenSHA so that faults in the database can be used for source 
earthquake, as well as for providing information for the Observing System Simulation 
Experiments for constructing derived and potential sources. We will also update 
QuakeTables with the latest relevant data about active faults as new information becomes 
available. 

Geographical Information System Services 

Geographical Information System (GIS) standards have been adapted to meet many 
our data and metadata requirements. The Open Geospatial Consortium (OGC; 
http://www.opengeospatial.org) defines an extensible (and extensive) XML data model, 
the Geographic Markup Language (GML) [Cox, et al., 2003], for describing geospatial 
and geo-temporal features. This common data model is then integrated with a number of 
services. The OGC defines standard service definitions and interoperability guidelines. 

We implemented the following “Information and Data Grid” Web Services: 
• Data Services: We implemented the Web Feature Service [Vrertanos, 2002] to 

store and retrieve seismic data archives, GPS data archives, and faults.  An OGC 
feature is a GML description of a map object. 

• Map Generation Services: We implemented the OGC’s Web Map Service 
specification [Beaujardierre, 2004] as a Web Service. The Web Map Service is 
used to generate vector and raster maps in various formats (SVG, JPEG, GIF, 
etc).  These maps typically include realizations of abstract feature data obtained 
from Web Feature Services.  Our Web Map Service can also integrate maps from 
other Web Map Servers as an overlay. 

• Information Services:  One useful feature of the OGC service specifications is 
that they include a standard XML metadata description (“capabilities”) and query 
method.  The OGC also defines information services (catalogs) for aggregating 
capability information.  We decided, however, that these specifications were too 
GIS specific and could be substituted with more general, UDDI-based systems.  
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We developed an extension of UDDI along these lines to support general 
metadata extensions and XPath queries, with specific realizations for the OGC 
capabilities file.  See [Aktas, et al., 2005b] for more information. 

Real Time Data Grids 

We are now in the process of developing real-time streaming data grid applications.  
Our current research involves providing the infrastructure for coupling real-time GPS 
data, available from the Southern California Integrated GPS Network, with RDAHMM 
for real-time event detection. RDAHMM can be used to detect underlying mode changes 
in archived GPS signals. These modes, which require no fixed input parameters, can be 
associated with physical processes such as earthquakes and more subtle aseismic events.  
Incorporation of real-time data streaming into OpenSHA and HAZUS-MH will allow for 
much more rapid assessment and response following earthquakes. Perhaps in the long-
term, pattern recognition techniques will make it possible to respond to potential 
earthquake, before they occur. 

Pattern Recognition and Informatics 

Pattern Informatics (PI) [Tiampo, et al., 2002] calculates regions of enhanced 
probability for future large earthquakes based on the activity of small earthquakes in the 
region.  PI uses seismic data archives that are available online.  In principle, the method 
can also be enhanced by the use of NASA space geodetic products that measure surface 
deformation, including GPS and InSAR, work that we intend to pursue as a part of this 
proposal.   

Regularized Deterministic Annealing Hidden Markov Model (RDAHMM) 

[Granat, et al., 2002; Granat, 2004] is a time series analysis program based on Hidden 
Markov Modeling.  Produces feature vectors and probabilities for transitioning from one 
class to another. RDAHMM is typically used to analyze GPS and seismic catalog 
archives, but can be adapted to detect state change events in real time. 

Simulations 

Virtual California is software that utilizes the Monte Carlo method in order to 
generate simulated, realistic earthquakes on an arbitrary fault surface mesh. It uses 
topologically realistic networks of independent fault segments that are mediated by 
elastic interactions. These segments can be designed to represent fault systems spanning 
the region of California or any region of interest. Virtual California is of particular 
importance because it can be used to study how earthquake faults interact, allowing 
calculations that define how future earthquakes arise from correlations with previous 
earthquakes in the region.  Simulation experiments from Virtual California will serve as 
important inputs into decision support tools and models, similar to how weather 
forecasting is done today. 

GeoFEST simulates stress evolution, fault slip and plastic/elastic processes in 
realistic materials. The products of such simulations are synthetic observable time-
dependent surface deformation on scales from days to decades. Scientific applications of 
the code include the modeling of static and transient co- and postseismic Earth 
deformation.  It is well suited for Observing System Simulation Experiments and was 
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developed for such purposes. Engineering and planning applications include assessment 
of lifeline vulnerability. Simulations can be run to model deformation that would be 
observed from InSAR satellites and GPS stations.  Data from such systems can then be 
used to estimate potential earthquake sources, for use as input into HAZUS-MH and 
OpenSHA. 

GeoFEST has been downloaded by more than 80 customers, including researchers 
from Stanford, MIT, Caltech, Harvard, USGS, Los Alamos National Laboratory, 
University of Texas, University of Illinois at Urbana-Champagne, MIT, West Virginia 
University, Murray State University, University of Memphis, Oregon State University, 
San Diego State University, USC, Michigan Tech University, Woods Hole 
Oceanographic Institution (WHOI), University of Miami, University of Colorado at 
Boulder, Columbia University, University of Arkansas, and the Rensselaer Polytechnic 
Institute. We will now integrate it into the network of end users responsible for making 
decisions regarding earthquake hazards and building code improvements. 

Advantages over alternatives 

QuakeSim is a truly distributed system, making it ideally suited for interfacing with 
networks of users. It was developed to study the physics of earthquakes using state-of-
the-art modeling, data manipulation, and pattern recognition technologies. We have 
developed clearly defined accessible data formats and code protocols as inputs to the 
simulations. These codes have been adapted to high-performance computers because the 
solid earth system is so complex and nonlinear. These tools have now made it possible to 
construct the more complex models and simulations necessary for hazard assessment 
systems critical for reducing future losses from major earthquakes. 

Rationale for extending results 

The significance of the problem being addressed – enhancing the HAZUS-MH and 
OpenSHA capabilities for earthquake hazard assessment and loss estimation – is framed 
by economic impact analyses.  Performance enhancement would enable improved land 
use planning in regions and zones prone to seismic risk, and would reduce uncertainty in 
loss estimates.  Integrating QuakeSim into HAZUS-MH and OpenSHA has a potentially 
large positive impact on decision making. 

Olshansky and Wu [2001] performed an earthquake risk analysis for Los Angeles 
County using available land-use maps, a probabilistic earthquake hazard model 
developed by SCEC, and the HAZUS-MH earthquake loss estimation software.  They 
computed the annual expected loss owing to earthquakes and the spatial variation of this 
risk. The analysis shows that the annual long-term earthquake risk in Los Angeles 
County, as a result of direct structural and nonstructural damage, is $388 million per year. 
Olshansky and Wu [2001)] also investigated the extent to which planned future land-use 
growth would affect this risk estimate, and found that planned growth of 14.2% would 
result in an increase in annual risk to $449.5 million, a 15.8% increase over the risk to 
current land uses.  

Field et al. [2005] present loss estimates for an earthquake rupture on the recently 
identified Puente Hills blind-thrust fault beneath Los Angeles, based on OpenSHA and 
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HAZUS-MH.  Rupture on this fault is a rare event, once every 3000 years.  Given a range 
of possible magnitudes and ground motion models, and presuming a full fault rupture, 
they estimate the total economic loss to be between $82 and $252 billion. This range is 
not only considerably higher than a previous estimate of $69 billion, but also implies the 
event would be the costliest disaster in U.S. history.   The analysis has also provided the 
following predictions: 3,000-18,000 fatalities, 142,000-735,000 displaced households, 
42,000-211,000 in need of short-term public shelter, and 30,000-99,000 tons of debris 
generated. Field et al. [2005] show that the choice of ground motion model can be more 

influential than the earthquake magnitude, and that reducing this epistemic uncertainty 

(e.g., via model improvement and/or rejection) could reduce the uncertainty of the loss 

estimates by up to a factor of two.  

Our approach is innovative in that it takes into account new datasets that provide 
information on strain, and thus derived stress environment, in earthquake prone regions.  
This will lead to improved source models for earthquakes.  Our approach is novel in that 
it uses web services and federated datasources to seamlessly integrate the models into 
with the existing hazard assessment and decision support tools.  Through this work, we 
will develop a solutions network of modelers and users in the early formulation stages of 
a new InSAR mission, which should improve the utility and impact of such a mission. 

Use of Systems Engineering Approach 

In this project, we will make use of system management tools and strategies that we 
have found successful in previous projects involving distributed development teams. In 
this section, we discuss our approaches to engineering team communication, software 
management (repositories and versioning), building and testing software, testbed 
facilities, and user support. 

Engineering Management  

Project development involving team members at several locations is a difficult task 
that demands careful planning and management.  Our team has been collaborating since 
2002, and we have during this time established protocols for interaction that insure 
development milestones are met or else contingency plans are developed.  We will 
continue these in the current proposed project. 

• Weekly group teleconferences: these will be used to review progress on 
milestones and discuss technical problems. 

• Quarterly team system alpha testing: we will have quarterly system testing 
sessions (1–2 days each) via Polycom and other collaboration tools.  These will be 
used to stress test various project milestones that are sufficiently robust and 
integrated into the project. 

• Biannual integration retreats: these will be 1–2 day retreats that involve 
developers from several institutions and will be used to provide dedicated 
integration time for various sub-components. 

• All Hands Meetings:  we will have 1–2 face-to-face meetings that will involve 
team members from all participating institutions.  
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We also have learned the value of intensive internships and exchange programs that 
place graduate student developers under the guidance of senior team members at other 
institutions.  We will actively participate in these programs so that graduate students from 
the university team members can work directly with JPL team members. 

Software Repositories and Version Control 

A commonly accessible code repository with version control is a requirement for this 
project. We will follow Apache Software Foundation model by using Concurrent 
Versions System (CVS) software, with various team members given “committer” status 
that will enable them to write changes to the common repository.  Sufficiently matured 
source code will be provided via anonymous CVS access. We will make use of numerous 
CVS capabilities, including watch lists and Web accessible repository views. Indiana 
University will initially host the code repository. The Community Grids Laboratory has 
sufficient computing resources and network access for this task, as described in the 
facilities statement. 

CVS is a very stable and popular system, but it is gradually being replaced by its 
follow-on SVN (“subversion”).  We anticipate a transition from CVS to SVN near the 
end of project year 2, as we gain experience with it. SVN supplies tools for importing 
legacy CVS repositories.    

Building, Unit Testing, and Documentation 

In addition to code repositories, we must provide an integrated build and test system 
for all system code.  A significant portion of our project (Web Services to support codes, 
portlet plugins for Web portals, etc) are Java-based, so we will use best-practice, open 
source tools for building and testing. We have used Apache Maven for this in various 
other projects and will continue this practice here.  Maven provides both local and remote 
Java jar version management and a large library of useful build tools for managing Java-
based projects, including compilation; jar and war file creation; and javadoc 
documentation generation.  Maven (through xdoc support) also supports simple HTML-
based system documentation and project Web site creation. Most Apache project 
websites are generated this way.  Maven integrates easily with Apache Ant, which can be 
used to support non-Java compilations. 

Unit testing is a well-established way for validating individual components in a 
complicated system.  For portal-based systems, we have found HttpUnit (an extension of 
JUnit) to be particularly useful for validating the QuakeSim portal. For this project, we 
will develop a HttpUnit and Junit testing matrix to validate both compilations and live 
deployments. HttpUnit can be integrated with both Ant and Maven to produce HTML 
dashboards of test results. 

System testing also involves testbed deployment.  We will build upon our QuakeSim 
portal testbed for this.   

Software User Testing Support and Bug Reporting 

As described above, we will schedule quarterly internal “alpha” testing throughout 
the project. As the software matures, we will incorporate more “beta” testing through 
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external users.  Both testing scenarios will inevitably uncover software bugs, requests for 
new features, requests for modifications to user interfaces, and so forth. We will manage 
all of these through Mozilla’s Bugzilla software. Indiana University maintains a Bugzilla 
for several projects, including QuakeSim, which we actively use to report problems and 
track progress.  We will continue to use this system in the current project. 

For general communications, we will use commonly available mailing list software 
(such as LISTSERV).  We will set up both internal (developer) and external lists. 

Management Approach 

Our solutions network consists of an internal team that will interface QuakeSim and 
extend SERVO to the user community.  At a minimum, the user community consists of 
HAZUS-MH trainers from the State of Indiana (Kevin Mickey), OpenSHA developers 
from the USGS (Ned Field), and the California State Geologist’s Office (Michael Reichle 
and John Parrish). It is expected that these key users will help us develop a targeted 
network of end users as the project matures. 

HAZUS-MH

FEMA

State of Indiana

OpenSHA

USGS

CEPEC

State of California

Pattern Informatics

PI Method

RDAHMM

Infrastructure

Portal

QuakeTables

InSAR/GPS

Simulations

Virtual California

GEOFEST

QuakeSim/SERVO

Solutions Network

 

Figure 3. Organizational chart showing this project with HAZUS-MH, OpenSHA, and 

the California Earthquake Prediction Evaluation Council (CEPEC) in user/advisory roles.  

Components of the project include pattern informatics, the infrastructure including data 

sources, and the Observational System Simulation Experiment components. 

Plan of work, management structure, partnership arrangements, expected 
contribution, roles and responsibilities of team members 

Issues and Risks Affecting Project Success 

We summarize the primary risks of this project in the table below, along with 
strategies for mitigating risks.  
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Risk Category Risks and Issues Mitigation Approach 

HAZUS-MH integration 
will be more difficult than 
planned. 

We have included HAZUS experts on the 
project team, who will be responsible for 
technical support. 

QuakeSim/SERVO is 
based on stable but aging 
Web Service standards.  
Eventual upgrades to 
support new Web Service 
standards (WSDL 2.0 and 
SOAP 1.2) may be more 
difficult than planned.  

Indiana University maintains close 
connections with the Apache Axis 2 
development team and has a graduate 
student on-site that is a committer to this 
project. 

Technical 

Risks 

Distributed code bases 
and developers will lead 
to integration problems.  

We address these issues in the System 
Engineering section. 

HAZUS-MH extensions 
require FEMA approval 
before they can be used by 
local emergency planners.  
The software developed in 
this project must be 
suitable for this next step. 

HAZUS development in this project is 
primarily a proof of concept, but several 
team members have experience with 
FEMA and local emergency planners, so 
software will be developed with long term 
adoption in mind. 

Policy Risks 

Web and Grid Services 
must meet local site 
policies (particularly at 
NASA sites) before they 
can be installed. 

Significant installations of Grid and Web 
Service software such as the NSF 
TeraGrid are generating substantial best-
practice documentation on these issues.  
We will adapt these strategies to the 
current project sites. 

Operations 

Risks 

The distributed 
deployment environment 
must be secure, highly 
reliable, and robust. 

Redundancy is the primary mechanism for 
mitigating network, hardware, and server 
failures.  We will maintain redundant 
installations of all services at several 
locations.  We will take advantage of local 
network monitoring and back up systems 
at each deployment site. 

The project, because it 
involves many distributed 
participants, needs close 
supervision to meet 
milestones. 

The project team has worked together 
since 2002 and has established procedures 
to insure frequent formal communication 
and collaboration.  This is discussed in the 
Systems Engineering and Project 
Management sections. 

Management 

Risks 

The project will need to 
balance technical 
milestones with user 
priorities.   

We will actively work to recruit a 
technical user base through our 
connections with various collaborators. 
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Transition Approach/Activities 

Our activities and transition of NASA technology and data will take place in stages 
over the course of the three years.  Meetings will take place between individual users and 
developers, within the QuakeSim team, and in workshops of the entire group. 

Year 1: Establish and Develop Working Relationships with Users 

While we have partners for immediate infusion and testing of our system, we will 
need to expand our Solutions Network to include more end-users.  During the first year 
we will forge our partnerships by determining the needs of the end users for their 
decision support tools as well as familiarize them with the existing QuakeSim tools. We 
will also develop a method for updating data services such as QuakeTables throughout 
the project as relevant new fault data becomes available. 

We will work with the HAZUS-MH users/trainers in Indiana to interface 
QuakeSim/SERVO with that decision support tool. Ultimately we will need to work 
directly with the developers of HAZUS-MH, so we will initiate a series of meetings to 
develop working relationships with them. We will also expand our interfaces with 
potential users within the US Geological Survey, beyond Ned Field, the developer of 
OpenSHA.  Our first year of work with the State of California Geological Survey will 
require a series of meetings to establish methods for evaluating and validating the Pattern 
Informatics and Virtual California software. 

We will also open dialogue with other end users including the California Office of 
Emergency Services, California counties (example: Orange County Emergency 
Management Agency), California Seismic Safety Commission, and the California 
Earthquake Authority.  The geographical distribution of our team will make it easier to 
have frequent interactions with these different groups. 

Year 2: Interface Tools and Data with HAZUS-MH and OpenSHA  

Following our first year of developing working relationships and establishing 
requirements our primary effort will be in improving our software through testing and 
validation by the users and developers.  We will continue to expand our Solutions 
Network through meetings and individual discussions.  During this time we will also 
need to work with the GPS and InSAR community to most effectively infuse those data 
into the Decision Support Tools. 

Year 3: Validate Tools and Methodology 

During our third year we will assure that our prototype network is of utility to disaster 
management for earthquakes and the associated users.  By the third year the system 
should be streamlined enough to engage a broader community in workshops and training 
exercises.  In parallel we will validate the methodology and assess its effectiveness 
through statistical analysis and testing.  We will run simulations to evaluate the utility of 
surface deformation data (InSAR and GPS) for improved hazard assessment before 
earthquakes and damage assessment following earthquakes.   
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Performance Measures 

Measures of success of this project will be both qualitative and quantitative.  They 
include uses of the system, accuracy of the forecasting methodology, and impact of the 
NASA data on the decision support tools. 

Value and Performance of the Network 

We will measure the value of the network by the number of users who adopt the 
system as well as the frequency with which they use it.  We will assess the quality of the 
interactions between the QuakeSim team and end users and make improvements as 
necessary. We will track and record the users and will monitor the usage with time. 

It will be particularly important to assess the success of the forecasting methodology.  
This will be done through statistical analysis, in both retroactive forecasts and from future 
earthquakes using current forecasts. We will assess the value of the surface deformation 
to improving forecasts for location and time as well as accuracy of estimating future 
zones of rupture.  As mentioned earlier, an accurate understanding of an earthquake 
rupture zone greatly improves understanding of potential damage from future earthquakes 
as well as existing damage from earthquakes that have occurred. 

We will also measure the amount of activity taking place through use of the portal as 
well as access to data and software modules.  We expect to see the portal activity increase 
with time, and at the same time see a decrease in the number of bug reports as time 
progresses. 

Management Metrics 

We will monitor the project for schedule and cost.  JPL has standard tools for 
monitoring cost. We will plan our expenditures and will monitor them against actual 
expenditures on a monthly basis. We will track our milestones as outlined in the schedule 
part of this proposal to determine that we are on schedule and are meeting our milestones. 
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Anticipated Results/Improvements 

Recent and current NASA-sponsored earth observing systems and simulations are 
now enabling new kinds of forecasts and hazard assessments for earthquakes. These 
include space geodetic systems such as dense GPS networks and future InSAR missions.  
The last five years have shown unprecedented growth in the amount and quality of space 
geodetic data collected to characterize geodynamical crustal deformation in earthquake 
prone areas. NASA-developed simulations and tools use these data to produce dynamic 
strain maps and estimate stress field changes that indicate local earthquake risk. A 
complementary approach uses pattern informatics forecasts of earthquake hotspots. 
Neither of these methods are used in the current Decision Support Tools, which start with 
estimates of earthquake sources (i.e. faults).  The data and methods will greatly improve 
estimates of potential earthquakes including their source characteristics. We will refine 
these methods using QuakeSim/SERVO’s Web Services, ontology-supported approach to 
integrate such tools into the existing decision support tools HAZUS-MH and OpenSHA. 
The resulting system will deliver a rich environment of tools and data to disaster 
management decision makers, which will be designed to render practical assistance for 
setting priorities such as retrofitting highways and buildings, placement of emergency 
supplies, and training of local first-responders. 

We project major advances in the understanding of complex systems from the 
expected increase in data. Development of this system will ready the Decision Support 
user community for the expected data deluge from a future InSAR mission and will 
provide an immediate application for the data. The value of the InSAR data will be 
increased as it is fused with data from other sources. 

Multiscale integration for Earth science requires the linkage of data grids [Foster and 
Kesselman, 2004; Berman, et al., 2003; Rajasekar, et al., 2003] and high performance 
computing.  Data grids must manage data sets that are either too large to be stored in a 
single location or else are geographically distributed by their nature (such as data 
generated by distributed sensors). SERVO supports loosely and closely coupled styles of 
computing. The modeler is allowed to specify the linkage of descriptions across scales as 
well as the criterion to be used to decide at which level to represent the system. The goal 
is to support a multitude of distributed data sources, ranging over federated database, 
sensor, satellite data and simulation data, all of which may be stored at various locations 
with various technologies in various formats. 

The outcome of this project is to couple data and modeling results with decision 
support tools HAZUS-MH and OpenSHA.  With better earthquake forecasting ability 
enabled by further development of simulation tools and data integration, decision makers 
will have a better understanding of where earthquake risks are the highest and can work 
to develop a disaster management program based on these likelihoods.  Additionally, 
there is on-demand science capability inherent in this system, which can facilitate 
decision-making immediately following a disaster. The QuakeSim and SERVO tools can 
be used to forecast where aftershocks might occur, how stress is transferred between 
interacting faults, and on what fault plane the event occurred. QuakeSim tools can also 
provide estimates of ground deformation, which are critical for rapid damage assessment 
of lifelines and infrastructure. 
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Schedule 

Year 1: Establish and Develop Working Relationships with Users

Year 2: Interface Tools and Data with HAZUS-MH and OpenSHA

Year 3: Validate Tools and Methodology

Recurring Tasks
Management

Track cost and schedule Monthly

All hands meetings October 2006, 2007, 2008

Annual Reports March 2007, 2008, 2009

Users

Feedback from users As needed

Expand User Group October 2006 - March 2009

Meet with potential new users Ongoing

Infrastructure

System testing Quarterly

Integration meetings Biannual

Correct existing bugs Ongoing

Task Detail
Users

Portal tutorials to users March 2006 - October 2006

Determine user needs and requirements February 2007

User testing and validation March 2008

Routine use of system March 2009

Infrastructure

Refine existing system March 2007

Integrate QuakeSim with OpenSHA October 2007

Wrap HAZUS-MH to accept distributed data March 2008

Preliminary infusion of GPS and InSAR data October 2008

Final system delivery March 2009

Forecasting/Simulations

Computation of conditional probabilities and waiting times to 

future events using improved Virtual California and GeoFEST 

simulations, integrating new field data into models.  Evaluation 

compared to existing methods. December 2006

Statistical analysis of retroactive forecasts.  Improvement of 

models using data assimilation methods. August 2007

Benchmark forecasts against large earthquakes occurring after 

time of forecast (if any).  Improvement of forecasts using "data-

scoring" approach.  Integrate results into WGCEP and CEA 

requirements. March 2008, 2009
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Statements of Commitment 
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Date: Wed, 23 Nov 2005 19:42:38 -0800 
From: "Reichle, Michael" <Michael.Reichle@conservation.ca.gov> 
Subject: RE: JPL/NASA Proposal rev.2 
To: John Rundle <rundle@cse.ucdavis.edu> 
Cc: Andrea Donnellan <andrea.donnellan@jpl.nasa.gov>, 
 "Parrish, John" <John.Parrish@conservation.ca.gov> 
Thread-topic: JPL/NASA Proposal rev.2 
Thread-index: AcXu8L6qnrguRBJnQx2wUAeJKbeJjgBt1vZS 
X-imss-version: 2.034 
X-imss-result: Passed 
X-imss-scores: Clean:99.90000 C:2 M:3 S:5 R:5 
X-imss-settings: Baseline:2 C:1 M:1 S:1 R:1 (0.1500 0.1500) 
X-JPL-spam-score: 0.00% 
Original-recipient: rfc822;andrea@mail.jpl.nasa.gov 

John and Andrea, 

After a long conversation with John Parrish today we have decided to decline your 
invitation to participate in the NASA proposal.  That is, we feel we have to decline 
formal participation as PIs.  This is because one of the principal roles of CGS is in the 
review and application of research results to public policy, as with CEPEC.  Formal 
participation in that kind of research project could be viewed as a conflict of interest.  I 
think that Ned and USGS would be a great partner for the project.  On the other hand, we 
are very interested in the project and would like to follow it closely.  I hope that we can 
discuss how CGS might have an advisory or informal presence in the project.  Perhaps 
we can discuss that after I return to California next week.  Or, perhaps at the meeting the 
following week. 

Regards, 

Mike 
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Budget Details/Cost Plan 

Most of the costs incurred in this work are for salaries of personnel. Andrea 
Donnellan is the PI and will be in charge of overall management of the project. JPL 
personnel include PI, Andrea Donnellan, at 0.25 effort per year, 0.75 work years per year 
split between Margaret Glasscoe (documentation, interfacing with users, simulations and 
testing), Jay Parker (portal and GeoFEST), Gregory Lyzenga (GeoFEST), and Robert 
Granat (RDHAMM pattern informatics).  Additional costs for JPL and each co-
investigator include travel to AGU and other meetings, and publication in JGR or other 
comparable journal. 

We have allocated nominal costs for our user/collaborators for travel to meetings. We 
do allocate salary for the HAZUS-MH trainers, located and Indiana University for their 
work on the project. Salaries are included for the PI, Geoffrey Fox at 5% FTE, Marlon 
Pierce at 20% FTE, Kevin Mickey at 10% FTE, and Neil Devadasan at 5% FTE. Travel 
is included in year one for the PI or senior personnel to attend project-related meetings 
with the other collaborators.  The cost for one domestic trip is estimated at $1500. Other 
Direct Costs include $600 per year for the Polis Center in Miscellaneous Expenses.  
These will be comprised of $150 in copies and supplies and $450 in space rental. 

The OpenSHA developers state that they are well-funded, and therefore requested no 
funds. The State of California geologists felt that their role would be better served 
without funds, as they need to be impartial reviewers of our work. 

Each university will include graduate students in the project. The PIs will be 
responsible for their specific roles, as well as general administration of the project, and 
supervision of student researchers. Dr. John Rundle will be in charge of the simulations 
with Virtual California and the Pattern Informatics method.  Drs. Geoffrey Fox and 
Marlon Pierce will carry the responsibilities for the portal interfaces.  Dr. Dennis McLeod 
will oversee the federation of the data and of QuakeTables. Dr. Lisa Grant will be 
specifically responsible for the scientific direction of QuakeTables fault database 
integration with HAZUS-MH and OpenSHA.All salaries and wages were estimated using 
universities academic and staff salary scales and anticipated cost of living increases. 
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For Period From April 2006 to March 2007

A B C
1. $161.2

2. Other Direct Costs:
a. Subcontracts $274.1

b.  Consultants $0.0

c.  Equipment $0.0

d.  Supplies $0.0

e.  Travel $3.8

f.  Other 

     1. MPS & ADC $80.2

     2. Services $0.5

3. Facilities and Administrative Costs $48.6

4. Other Applicable Costs

     1. Award Fee $7.4

     2. Government Co-I $0.0

5.              SUBTOTAL--Estimated Costs $575.8

6. Less Proposed Cost Sharing (if any)

7. Carryover Funds (if any)
a.  Anticipated amount : 

b.  Amount used to reduce budget

8. Total Estimated Costs $575.8  XXXXXXX

9. AAPPROVED BUDGET  XXXXXXX  XXXXXXX

Year 1  Budget Summary

|      NASA USE ONLY        |

Direct Labor
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For Period From April 2007 to March 2008

A B C
1. $175.9

2. Other Direct Costs:
a. Subcontracts $274.7

b.  Consultants $0.0

c.  Equipment $0.0

d.  Supplies $0.0

e.  Travel $7.5

f.  Other 

     1. MPS & ADC $85.4

     2. Services $1.0

3. Facilities and Administrative Costs $48.9

4. Other Applicable Costs

     1. Award Fee $7.7

     2. Government Co-I

5.              SUBTOTAL--Estimated Costs $601.1

6. Less Proposed Cost Sharing (if any)

7. Carryover Funds (if any)
a.  Anticipated amount : 

b.  Amount used to reduce budget

8. Total Estimated Costs $601.1  XXXXXXX

9. AAPPROVED BUDGET  XXXXXXX  XXXXXXX

|      NASA USE ONLY        |

Direct Labor

Year 2  Budget Summary
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For Period From April 2008 to March 2009

A B C
1. $180.1

2. Other Direct Costs:
a. Subcontracts $274.9

b.  Consultants $0.0

c.  Equipment $0.0

d.  Supplies $0.0

e.  Travel $11.3

f.  Other 

     1. MPS & ADC $85.9

     2. Services $1.5

3. Facilities and Administrative Costs $49.1

4. Other Applicable Costs

     1. Award Fee $7.8

     2. Government Co-I $0.0

5.              SUBTOTAL--Estimated Costs $610.5

6. Less Proposed Cost Sharing (if any)

7. Carryover Funds (if any)
a.  Anticipated amount : 

b.  Amount used to reduce budget

8. Total Estimated Costs $610.5  XXXXXXX

9. AAPPROVED BUDGET  XXXXXXX  XXXXXXX

|      NASA USE ONLY        |

Direct Labor

Year 3  Budget Summary
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For Period From April 2006 to March 2009

A B C
1. $517.2

2. Other Direct Costs:
a. Subcontracts $823.7

b.  Consultants $0.0

c.  Equipment $0.0

d.  Supplies $0.0

e.  Travel $22.5

f.  Other 

     1. MPS & ADC $251.6

     2. Services $3.0

3. Facilities and Administrative Costs $146.6

4. Other Applicable Costs

     1. Award Fee $22.9

     2. Government Co-I $0.0

5.              SUBTOTAL--Estimated Costs $1,787.5

6. Less Proposed Cost Sharing (if any) $0.0

7. Carryover Funds (if any)
a.  Anticipated amount : $0.0

b.  Amount used to reduce budget $0.0

8. Total Estimated Costs $1,787.5  XXXXXXX

9. AAPPROVED BUDGET  XXXXXXX  XXXXXXX

Direct Labor

Grand Total Budget Summary

|      NASA USE ONLY        |
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UC Davis Budget 

Principal Investigator: John Rundle

# of 4/3/06 4/3/07 4/3/08 Cummulative

 Personnel Year 1 Year 2 Year 3 Total

PI 1 12,024          10,021          10,522          32,567              

(3wks in yr 1; 2.5 wks in yr 2 & 3)

Postdoc (25% time) 12 mos 1 10,332          10,849          11,391          32,572              

GSR ACAD.YR (25%) 9 mos 1 10,905          11,450          12,023          34,378              

GSR Summer 3 mos 1 3,635            3,817            4,008            11,459              

14,540          15,267          16,030          45,837              

Undergrad 1 -               -               -                   

Total Salaries 36,896          36,137          37,943          110,976            

PI Benefits 17% 2,044            1,704            1,789            5,536               

Postdoc Benefits 17% 1,756            1,844            1,936            5,537               

GSR Aca ben 1.3% 142               149               156               447                  

GSR Summ. Ben 3% 109               115               120               344                  

Undergrad Ben 3% -               -               -               -                   

Ben Total 4,051            3,811            4,002            11,864              

Ben & Sal Total 40,947          39,948          41,945          122,840            

Equip -               -               -                   

Travel Domestic 2,644            3,000            898               6,542               

-               -                   

Other Direct cost

Supplies 240               240                  

Publication Costs -               -               -                   

Computer (ADPE) Svcs -               -               -                   

Fee Remission 8,960            9,408            9,878            28,246              

Total Other Direct Costs 8,960            9,648            9,878            28,486              

Total Direct Cost 52,551          52,596          52,722          157,868            

Equip -               -               -               -                   

Fee Remission 8,960            9,408            9,878            28,246              

TOTAL BASE 43,591          43,188          42,843          129,622            

Rate 51.50% 51.5/52.0% 52.00%

Total Indirect 22,449          22,404          22,278          67,132              

Total Direct&Indir. Cost 75,000          75,000          75,000          225,000            

Int'l

Budget Worksheet - "Integrating QuakeSim and InSAR into the HAZUS-

MH Disaster Management Earthquake Module"
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Indiana University Budget 

 

 

Year One Year Two Year Three TOTAL NOTES
Salaries
1a. Kevin Mickey @ $76,960/Year @ 10% 
Effort (POLIS) 7696 8004 8324 24024

4% Increase Per 
Year

1b Neil Devadasan @$70,000/Year 5% 
Effort (POLIS) 3500 3640 3786 10926

4% Increase Per 
Year

1c Geoffrey Fox @ $227,245/year 5% 
Effort (PTL) 11362 11816 12289 35468

4% Increase Per 
Year

1d. Marlon Pierce @ $74,740/year 20% 
effort (PTL) 14948 15546 16168 46662

4% Increase Per 
Year

Total Salaries 37,506$   39,006$   40,566$     117079

Fringe Benefits
Staff 1a  @ 30.92% (POLIS) 2380 2475 2574 7428
Staff 1b @ 30.92% (POLIS) 1082 1125 1171 3378
Staff 1c@ 30.92% (PTL) 3513 3654 3800 10967
Staff 1d@ 30.92% (PTL) 4622 4807 4999 14428

Total Fringe Benefits 11,597$   12,061$   12,543$     36201

Total Salaries and Fringe Benefits 49,103$   51,067$   53,110$     153279

Travel Expenses
Domestic Travel (PTL) 0 1500 0 1500
International Travel
Total Travel -$        1,500$     -$           1500

Other Direct Costs
Misc. Expenses - Space Rental & Copy 
Supplies (POLIS) 600 600 600 1800

Total Other Costs 600$       600$       600$          1800
 

Total Direct Costs 49,703$   53,167$   53,710$     156579

Indirect Costs POLIS @ 26% - Off 
Campus Rate 3,967$     4,119$     4,278$       12365
Indirect Costs PTL @51.5% (51% in Year
3) 17,739$   19,221$   19,000$     55961

 
Total Budget per year 71,409$   76,508$   76,988$     224905
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UC Irvine Budget 

 

PI NAME: Lisa Grant

Agency: JPL/NASA

Proj Period: 4/3/06 - 4/2/09

Year One Year Two Year Three

PERSONNEL 4/3/06-4/2/07 4/3/07-4/2/08 4/3/08-4/2/09

Salaries

1. PI, Grant, 1 mon SS 6,813$           6,950$           7,443$           

2. TBN, Undergrad Assist 25%AY, 50% SS 9,224$           9,812$           10,509$         

3. -$                 -$                 -$                 

4. -$                 -$                 -$                 

     Sub-total Salaries 16,037$         16,762$         17,952$         

Benefits

1. PI, Grant, 12.7% 865$             883$             945$             

2. TBN, Undergrad Assist 1.3%AY 3% SS 209$             223$             239$             

3. -$                 -$                 -$                 

4. -$                 -$                 -$                 

1,074$           1,106$           1,184$           

Fees/Tuition -$                 -$                 -$                 

     Sub-total Benefits (benefits+fees/tuition)

          Total Salary and Benefits 16,037$         16,762$         17,952$         

TRAVEL

AGU, SCEC, JPL 2,600$           2,000$           1,700$           

          Total Travel 2,600$           2,000$           1,700$           

CONSULTANTS

-$                 -$                 -$                 

          Total Consultants -$                 -$                 -$                 

EQUIPMENT

-$                 -$                 -$                 

          Total Equipment -$                 -$                 -$                 

SUPPLIES

Software and storage media 1,035$           910$             21$               

          Total Supplies 1,035$           910$             21$               

SUB-CONTRACTORS

None -$                 -$                 -$                 

     Total Sub-contractors -$                 -$                 -$                 

OTHER

1. -$                 -$                 -$                 

2. -$                 -$                 -$                 

3. -$                 -$                 -$                 

          Total Other -$                 -$                 -$                 

TOTAL DIRECT COSTS 19,672$         19,672$         19,673$         

F&A Cost Base 19,672$         19,672$         19,673$         

F&A @ 52.5% 10,328$         10,328$         10,328$         

TOTAL COSTS 30,000$         29,999$         30,001$         

Year 01 Year 02 Year 03 

MTDC Base = Direct Costs 19,672$         19,672$         19,673$         

less tuition -$                 -$                 -$                 

less equipment -$                 -$                 -$                 

less subcontracts -$                 -$                 -$                 

less leases -$                 -$                 -$                 

MTDC Base/F&A Cost base 19,672$         19,672$         19,673$         
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University of Southern California Budget 

Cost Estimate:  JPL

Principal Investigator:  Dennis McLeod

Research Period:  07/01/06 - 06/31/09

YEAR 1 YEAR 2 YEAR 3 TOTAL

SALARIES & WAGES

Principal Investigator

Dennis McLeod

100% effort, 1 summer months 14,932 15,530 16,151 46,613

Base Salary 05-06:  $134,391/9 months

1 Graduate Research Assistant III

33.3% effort, 9 acad. Months 11,886 12,361 12,856 37,102

33.3% effort, 3 summer months 3,886 4,041 4,203 12,130

Base Salary 05-06:  $34,320/9 months

TOTAL SALARIES & WAGES 30,704 31,932 33,209 95,845

FRINGE BENEFITS

32% of S&W less RAs, 12 months 4,778 4,969 5,168 14,916

     Total Compensation 35,482 36,901 38,377 110,761

MATERIALS & SUPPLIES

For various computer   software 3,946 2,383 1,258 7,587

experimentaion costs, books

TRAVEL 3,000 3,000 2,500 8,500

One trip per year for one investigator 

to attend meetings.

TUITION REMISSION 5,843 6,076 6,319 18,238

5 units/year/RA @ $1,067/unit

TOTAL DIRECT COSTS 48,271 48,361 48,455 145,086

INDIRECT COSTS

MTDC=Total Direct Costs less Tuition 

63.0% of MTDC, 36 month 26,730 26,639 26,545 79,914

TOTAL COST TO AGENCY 75,000 75,000 75,000 225,000

Title:Integrating QuakeSim and InSAR into HAZUS-MH and OpenSHA Disaster 

Management for Earthquakes
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Facilities and Equipment 

Each of the facilities has a network of computers that will be used by this project.  
Standard computers are needed for the work at each of the institutions.  The portal work 
will be carried out at Indiana University. 

Indiana University’s Community Grids Laboratory maintains a heterogeneous 
network computing environment consisting of Windows (2000 and XP), Linux, Sun 
Solaris workstations and servers, including 40 Pentium 4-based desktop class machines, 
20 Linux/Solaris (dual-CPU) server class, and two 8-CPU 16 GB Sun v880 server class 
machines to support the lab.s development and research efforts. All full-time researchers 
have Pentium-3-based laptops. The laboratory’s network consists of server, workstation, 
and mobile connectivity provided by 100Mbit/second Ethernet, and 11Mbit/second 
802.11b wireless connections respectively, connected in turn to Indiana University’s 
network backbone via a 

Other computing resources available within the lab include networked high-speed 
duplex laser printers, CD-R recording, video conferencing tools including two Access 
Grid Systems along with 5 Polycom ViaVideo systems and secure central data storage. 
Other services (e-mail, massive near-line data storage, production backup services, 
dialup, and remote VPN services etc) are provided by the university and University 
Information Technology Services. Community Grids Laboratory works closely with IU.s 
information technology services (UITS) and the IU Computer Science department in 
developing and testing new technologies. 

UC Irvine will carry out the fault research for the QuakeTables database. It is a major 
research institution with excellent research resources and facilities. Most of the geologic 
data integration work for this project will be done in Grant’s Environmental Geology and 
GIS Laboratory. The lab currently has 3 dedicated, networked computers, 2 workstations, 
a laptop, color laser printers, large format poster printer, scanner and related computing 
equipment. The UCI campus and the School of Social Ecology has licenses for standard 
office software and GIS database software. Grant’s Environmental Geology and GIS 
Laboratory also has specialized software and data sets for research on faults. Additional 
computer labs are readily accessible to students and faculty. These include computer labs 
in the School of Social Ecology, and the campus office of Network And Computing 
Support (NACS). 

JPL has access to a Dell Cluster supercomputer at JPL as well as supercomputing 
facilities at Caltech and NASA Ames.  USC has a cluster of computers that will be used 
for work on the QuakeTables database. 
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