**Energy-efficient Multisite Offloading Policy using Markov Decision Process for Mobile Cloud Computing**

**Abstract**

Mobile systems, such as smartphones, are becoming the primary platform of choice for user’s computational needs. However, mobile device still suffer with limited resources, such as battery life and process performance. To alleviate these limitations, a popular approach used in mobile cloud computing is computation offloading, where resource-intensive mobile components are offloaded to more resourceful cloud servers. Prior researches in this area have focused on form of offloading where only a single server is considered as offloading site. Since we have an environment where mobile devices can access multiple cloud providers, it is possible for mobiles to save more energy by offloading energy-intensive components to multiple cloud servers. This paper differentiates the data and computational intensive components of an application and performs a multisite offloading in a data and process-centric manners. In this paper, we present a novel model to describe the energy consumption of a multisite application execution and use the discrete time Markov chain (DTMC) to model the fading wireless channel of mobiles. We adopt Markov decision process (MDP) framework to formulate the multisite partitioning problem as a delay-constrained least-cost shortest path problem on a state transition graph. Our proposed Energy-efficient Multisite Offloading Policy (EMOP) algorithm that built on the value iteration algorithm finds the optimal solution to the multisite partitioning problem. The numerical simulations result shows that our algorithm considers the different capabilities sites to assign appropriate components among sites such that there is a lower energy cost for transferring data from mobile to cloud. A multisite offloading execution using our proposed EMOP algorithm achieved a greater reduction on the energy consumption of mobiles when compared to a single site offloading execution.

1. **Introduction**

Nowadays, the number of smartphone users is increasing rapidly. According to a Gartner press release from 13 February 2014 [1], worldwide sales of smartphone to end users totaled 968 million units in 2013, an increase of 42.3 percent from 2012. These numbers illustrate that smartphone are becoming the primary platform of choice for users communication and computation needs. Moreover, there are an enormous number of mobile applications available for smartphones. However, smartphones still cannot match their desktop counterparts when performing complex multimedia operations such as image and video processing, object or face recognition and augmented reality applications [2]. This is because, mobile device systems still suffer with limited resources, such as battery life, network bandwidth, storage capacity and process performance [3]. Therefore, augmenting the capabilities and prolonging the battery life of mobile devices has become one of the top research domains.

In recent years, there has been a significant amount of research performed on computation offloading [4-9]. Computation offloading has been used as a major approach in mobile cloud computing to augment mobile’s capabilities by migrating computation to more resourceful computers (i.e., servers) [10]. The current cloud computing infrastructure provides mobiles with the abundance of and easy access to public cloud computing resources. Therefore, we have several cloud computing providers which uses the public clouds to solve mobile computing problems. For instance, Apple’s iCloud provides a service to its customer by hosting their applications and data in public clouds (i.e., Amazon EC2 and Microsoft Azure). However, for some mobile applications, such as perception and multimedia applications, the network latency of public clouds could be problematic to achieve the desired performance [27]. Thus, mobiles devices desire to access servers which have low latency for computation offloading. These servers include servers which are accessed with small number of network hops, such as servers at Wi-Fi hotspot and servers at organization’s private cloud [26]. Moreover, there are situations where organizations wish to store their private or proprietary data in their own private cloud. In such cases, mobile devices which manipulate these data offload computations to private cloud servers, rather than public cloud servers, for security reason and faster access of the data.

Many researchers have proposed computation offloading algorithms that increase performance and extend battery life of mobile devices by migrating the energy-intensive part of computation to server. However, most of the researches have a limited form of offloading. First, most of the schemes are limited to form of offloading where a single server is considered as the offloading site [4, 5, 9]. Since we have an environment where mobile devices access multiple cloud providers, it is possible for mobiles to offload computations to multiple servers. This approach is desirable because it assigns the appropriate application components among servers to save more energy and increase mobile performance [11]. Second, in most cases, the schemes makes offloading decision based on profiling information that assumes a stable network environment [7, 8]. However, this assumption is limited because the mobility of users may create a dynamic bandwidth between mobiles and server. As a result, if the network profile information may not match the actual post-decision bandwidth, the offloading decision could lead to a critical Quality-of-Service (QoS) failure.

In this paper, we consider an environment, where there are multiple heterogeneous servers for executing application components and the network bandwidth between mobiles and servers is considered to be stochastically dynamic. In this environment, a multisite offloading is implemented with a desire to perform a data-centric [8] and process-centric manner of offloading. Hence, this technique is a suitable for mobile applications consisting of both data and computational-intensive module. Real-time demanding multimedia applications, especially augment reality applications, are among some of the applications that benefit from this technique. A mobile augment reality application, which extracts set of features from the scene image, can be a good example for illustrating its benefits. It uses the feature descriptors to find similar looking entries in a database [12]. In this case, the feature extracting module considered as a computational-intensive module and the feature matching module as a data-intensive module. It is clear that running these modules on mobile device will consume a great amount of energy and bandwidth (Figure 1a). Therefore, it is a good approach to offload both modules to the cloud servers to save mobile energy and increase performance. So, in this scenario, multisite offloading is an efficient way of offloading because mobiles can offload the feature extracting module to a server which is near to the mobile, and the feature matching module to a server which is near to the database [8] (Figure 1b). This approach can be considered to be optimal since it has low latency on the network which results in a higher quality of object recognition [2].

In this paper, we propose an optimal multisite offloading approach that minimizes the energy consumption of mobiles while meeting the execution deadline. Our approach differentiates the data and computational intensive components of an application and performs a multisite offloading in a data and process-centric manners. To better adapt the dynamic network bandwidth of the channels, a finite state discrete time Markov chain (DTMC) is presented to model the channel between mobiles and offloading sites [22]. In addition, we introduce a multisite partitioning algorithm which incorporates the Markov decision process (MDP) [20] to find the energy-efficient offloading decision for mobiles.

The major contributions of this paper include:

1. By combining the static analysis and dynamic profiling of an application, we introduce a novel mathematical model to describe the energy consumption of a multisite application execution in a heterogeneous environment.
2. Using the Gilbert-Elliott channel model [22] for the communication channels, we present a MDP framework to model the multisite offloading decision problem as a delay-constrained least-cost shortest path problem on a directed acyclic state transition graph.
3. In order to obtain the optimal solution for our problem, we proposes an Energy-efficient Multisite Offloading Policy (EMOP) algorithm which adopts the MDP value iteration algorithm (VIA) [20] to find the optimal offloading decision for an energy-efficient multisite application execution.

We also conduct a numerical simulation to verify the effectiveness of the multisite offloading decision. We believe that the simulation reasonably well represents the dynamicity of the network condition as well as the various capability of cloud providers. The remainder of the paper is organized as follows: In Section 2, related works is reviewed followed by system model and problem formulation in Section 3. Section 4 describes our energy-efficient multisite offloading decision under the Markovian stochastic channel. Section 5 provides the numerical simulation and evaluation of our approach. Finally, we draw our conclusions and future works in the Section 6.



Figure 1 (a) A native way of mobile application execution. (b) A mobile application execution in multisite offloading environment.

1. **Related work**

The idea of transferring computation from mobiles to servers in order to augment mobiles capability and save energy has been well studied. Several methods, such as MAUI [4] and CloneCloud [5], have been proposed to support the use of augmented computation to a mobile device. MAUI uses extensive profiling to make a method level code offloading decision in Microsoft.Net runtime environment. An Integer Linear Programming (ILP) [24] approach is used to find the energy efficient deployment. Similarly, CloneCloud uses a process-based offloading methodology where the binary of the application is partitioned and are migrated to the cloud. It shows up a significant energy saving with applications such as virus scanning, image search, and behavioral profiling. But, both MAUI and CloneCloud consider a two-way partitioning algorithm that needs a continuous and extensive profiling. Our approach makes an optimal multi-way partitioning which considers multiple cloud servers. Moreover, rather than making a continuous and extensive profiling, we model the channel behavior as a stochastic process to predict the channel states.

Multisite offloading is used as a best approach for saving more energy on mobiles [11]. To the best of our knowledge, the only prior works that consider multisite partitioning is presented in [6], [7] and [8]. Niu et al. [6] present a multi-way partition algorithm, EMSO, which formulate the partitioning problem as 0-1 ILP problem. The algorithm models the program as a weighted directed acyclic graph and performs a depth-first search that traverses the search tree. Then, it computes the energy consumption of nodes under the current and critical bandwidth. The algorithm succeeds in finding the energy-efficient multisite partitioning decision, but, it doesn’t provide a guarantee for completion time. Hence, it cannot adopt well for real-time demanding multimedia application. Ou et al. [7] proposed a$ (K+1)$-way partitioning algorithm to keep the component interaction as small as possible. They develop a light-weight, n-way partitioning algorithm, Heavy Edge and Light Vertex Matching Algorithm (HELVM), which splits application graph to multiple servers satisfying some pre-defined constraints. Unfortunately, HELVM assumes all servers alike (i.e., homogenous capacities). Thus, Sinha and Kulkarni [8] developed a multisite offloading algorithm which treats every cloud with different capacities to adapt more practical environment where the servers have a different computational capacities and network bandwidths. In their model, they use different weights of nodes, or different network bandwidth that requires different edge weights for communication. Their work is motivated by a data-centric approach of offloading for applications that manage multiple sources of data. However, their work considers a stable channel state for making the offloading decision. In this paper, we consider heterogeneous capabilities of servers like [8] and we also consider process-centric application offloading additionally to make our target condition more practical. We analyze and predict channel states to make the offloading decision more energy efficient.

Our research is different from previous works in heterogeneity; the applications that we investigate have both data and computation-intensive components which can be offloaded over a group of distributed heterogeneous servers. Moreover, our proposed EMOP algorithm considers the heterogeneity of network access to optimize the overall offloading decision. Instead of performing a continuous extensive profiling of the channel rate, change in bandwidth rate is predicted using a Markov chain model for fading channels. Zhang et al. [9] studied the scheduling policy for collaborative execution in a stochastic channel and used LARAC algorithm to obtain the minimum energy offloading policy between a mobile device and an offloading site. However, their work is limited to a single offloading site where a steady network topology is considered. Our approach considers a multiple site application execution where change in network topology might exist. We use the MDP value iteration algorithm, which considers the multiple stochastic channels between mobile and offloading sites to obtain the energy-efficient multisite offloading decision.

1. **Model Formulation**

In the example we made in Section 1, we considered an augment reality application which consist several components that could be offloaded to cloud sites. The components represent the granularity of the partition which could be a method-level [4], thread-level [5] or a module [2]. The augment reality application can be formed by several offloadable and unoffloadable components [2]. The unofflaodable components include those that handle user interaction or access local I/O devices, such as the object tracking bundles. On the other hand, the detector and recognizer/decoder bundles are considered as offloadable components. These components can migrate to multiple cloud sites without affecting the application execution.

We assume that a mobile application is represented as a sequence of components in a linear topology. This assumption is made based on that offloaded components are likely to be executed sequentially [13]. Thus, we use a weighted directed acyclic graph $G=(V,E)$ to represent the relationship among the components in mobile application. Each vertex $v ϵ V$ denotes a component and the edge $e(u,v)$ denotes the communication channel between the component $u $and$ v$. Figure 2 is an illustration of a weighted directed execution graph of a mobile application. The unshaded vertices are offloadable components while the shaded vertices are unoffloadable components due to I/O, hardware or externals constraints. The weight on the vertices, denoted by $C\_{i} $for vertex$ i$, is a vector weight representing the cost of executing the components on each site. The weight on edges, denoted by $C\_{i,j} $for edge$ e\left(i,j\right)$, is also a vector weight to represents the cost of transmitting data between components in different sites. The cost metrics can either be time or energy consumption. The EMOP algorithm adopts both cost metrics to find the energy-efficient delay constrained offloading decision. These weights are constructed using both static analysis and dynamic profiling methods for an application [5].



Figure 2 A mobile application represented as a weighted directed graph

* 1. **Problem Formulation**

In this sub-section, we present a mathematical model to describe the energy consumption models for multisite application execution, including the computational energy model for mobile execution and a transmission energy model for cloud execution. Unlike our model, some models [6, 8] formulate the energy consumption for the whole execution site rather than focusing on the energy consumption of mobiles. Since cloud servers have abundant energy compared to mobiles, our problem formulation is focused on saving the energy consumption of only mobiles.

The notations used for our models are listed in Table 1. We assume a mobile application which consist$ n $components in a linear topology that could migrate to$ k $offloading sites. We define the $k+1$ execution sites as$ Q=\{q\_{0},q\_{1},q\_{2}, …,q\_{k-1},q\_{k}\}$, where $q\_{i}$ denotes the $i^{th}$ offloading site and $q\_{0} $represents the mobile device itself. Here, we consider every offloading site with different computational capacity and network bandwidth, thus, the energy cost on each node and edge is represented as a set of energy cost of each site. As shown in Figure 2, each component $v ϵ V$ has an associated cost which can either be an energy cost or time cost. We define the energy cost as$ E\_{v}=\{e\_{v\_{0}},e\_{v\_{1}},e\_{v\_{2}},…, e\_{v\_{k-1}},e\_{v\_{k}}\}$, where $e\_{v\_{i}}$ denotes the energy cost of $v $if it is executed on offloading site$ q\_{i}$. Similarly, we define $ T\_{v}=\{t\_{v\_{0}},t\_{v\_{1}},t\_{v\_{2}},…,t\_{v\_{k-1}},t\_{v\_{k}}\}$ to represent the time cost to execute component $v$ on each offloading sites.

Table 1. Notation of multisite partitioning model

|  |  |
| --- | --- |
| **Symbols** | **Meaning** |
| $q\_{i}$  | The $i^{th}$ offloading site and $q\_{0} $represents the mobile device itself |
| $e\_{v\_{i}}$  | The energy cost of component $v $if it is executed on offloading site$ q\_{i}$ |
| $t\_{v\_{i}}$  | The total time cost of component $v $if it is executed on offloading site$ q\_{i}$ |
| $t\_{v\_{i}}^{c}$  | The computational time of executing component$ v $on site$ q\_{i }$ |
| $t\_{v\_{i}}^{s}$  | The time spent for sending data to the database by a component$ v $on site$ q\_{i}$ |
| $t\_{v\_{i}}^{r}$  | The time spent for receiving data from the database by a component$ v $on site$ q\_{i}$ |
| $f\_{i}$  | The CPU clock speed (cycles/second) of an offloading site$ q\_{i}$ |
| $w\_{v }$  | The total CPU cycles needed by the instructions of component$ v$ |
| $d\_{v\_{s}}$  | The data (byte) sent by a component$ v$ to the database |
| $d\_{v\_{r}}$  | The data (byte) received by a component$ v$ from the database |
| $r\_{i }$  | The data rate (byte/second) between site$ q\_{i} $and the database server |
| $p\_{s}$  | The power consumption of mobiles for sending data  |
| $p\_{r}$  | The power consumption of mobiles for receiving data |
| $p\_{c}$  | The power consumption of mobiles for computing |
| $p\_{idle}$  | The power consumption of mobiles for being idle |
| $e\_{u\_{i}v\_{j}}$  | The energy cost for transferring data from component $u$ on site$ q\_{i}$ to component $v$ on site$ q\_{j}$ |
| $t\_{u\_{i}v\_{j}}$  | The time spent for transferring data from component$ u$ on site$ q\_{i}$ to component$ v $on site$ q\_{j}$ |
| $d\_{u,v}$  | The data transferred from component $u$ to $v$ |
| $r\_{i,j}$  | The transmission rate between site$ q\_{i}$ and$ q\_{j}$ |
| $$r\_{g}$$ | The data is transmission rate in a good channel state |
| $r\_{b}$  | The data is transmission rate in a bad channel state |

If we represent $f\_{i} $as CPU clock speed (cycles/second) of an offloading site$ q\_{i}$ and $w\_{v }$as the total CPU cycles needed by the instructions of component$ v$, then, the computational time of executing component$ v $on site$ q\_{i }$can be formulated as:

 $t\_{v\_{i}}^{c}=\frac{w\_{v}}{f\_{i}} , ∀v\in V and ∀i\in [0,k] $ (1)

Our model also considers the time cost incurred due to database or other remote data access by component. We denote the data (byte) sent and received by a component$ v $as$ d\_{v\_{s}} $and$ d\_{v\_{r}}$, respectively. Without loss of generality, we assume that components access data from a single database server. Thus, if we represent $ r\_{i }$as the data rate (byte/second) between site$ q\_{i} $and the database server, the communication time spent for sending and receiving data from the database by a component$ v $on site$ q\_{i} $is given as:

 $t\_{v\_{i}}^{s}=\frac{d\_{v\_{s}}}{r\_{i}} and t\_{v\_{i}}^{r}=\frac{d\_{v\_{r}}}{r\_{i}} , ∀v\in V and ∀i\in [0,k]$ (2)

Note that the size of data for data-intensive component is considered to be large. Thus, the data-intensive components have a higher data access time compared to the computational-intensive components. On the other hand, computational-intensive components have large number of instruction, hence, higher computational time. We summarize the total time cost of a component$ v $on site$ q\_{i} $as:

 $t\_{v\_{i}}=t\_{v\_{i}}^{c}+t\_{v\_{i}}^{s}+t\_{v\_{i}}^{r}$ (3)

Likewise, the energy consumption $E\_{v}$ of a component is calculated as the amount of energy a mobile spends while executing the component or while waiting for the component to be executed on offloading sites. So, if we assume the transmission power of mobile devices is fixed, the energy cost of a component is formulated as:

 $e\_{v\_{i}}=\left\{\begin{array}{c}t\_{v\_{i}}^{c}×p\_{c}+t\_{v\_{i}}^{s}×p\_{s}+t\_{v\_{i}}^{r}×p\_{r}, ∀v\in V and i=0\\t\_{v\_{i}}×p\_{idle} , ∀v\in V and ∀i\in [1,k]\end{array}\right.$ (4)

where $p\_{s} $and $p\_{r}$ represent the power consumption of mobiles for sending and receiving data, respectively. $p\_{c}$ is the power consumption of mobiles for computing and $p\_{idle}$ for idle. Note that, for unoffloadable components, the energy cost,$ e\_{v\_{i}}$, is assigned infinity for all offloading sites except the mobile.

In addition to the vertex costs, the communication energy cost on edge$ e\left(u,v\right) $is represented as$ e\_{u, v}=\{e\_{u\_{0}v\_{0}},e\_{u\_{0}v\_{1}},…,e\_{u\_{0}v\_{k}},e\_{u\_{1}v\_{0}},…,e\_{u\_{k}v\_{k}}\}$, where $e\_{u\_{i}v\_{j}}$ denotes the cost of edge$ e\left(u,v\right)$ if component $u$ is executed on site$ q\_{i}$ and component $v$ on site$ q\_{j}$. In the same way, we define $ t\_{u, v}=\{t\_{u\_{0}v\_{0}},t\_{u\_{0}v\_{1}},…,t\_{u\_{0}v\_{k}},t\_{u\_{1}v\_{0}},…,t\_{u\_{k}v\_{k}}\}$ to represent the communication time spent on edge $e(u,v)$ for transferring data from $u$ to$ v,$ where $t\_{u\_{i}v\_{j}}$ represents the time spent during transferring data from component$ u$ on site$ q\_{i}$ to component$ v $on site$ q\_{j}$. The communication time of edge $e\left(u,v\right) $depends on the byte of data transferred and the network bandwidth used between the sites [11]; hence, it is given as:

 $t\_{u\_{i}v\_{j}}=\frac{d\_{u,v}}{r\_{i,j}} , ∀(u,v)\in E and ∀i,j\in [0,k]$ (5)

where $d\_{u,v}$ denotes the transferred data from component $u$ to$ v$, and $r\_{i,j}$ denotes the transmission rate between site$ q\_{i}$ and$ q\_{j}$. Here, we assume that the components of the application are already replicated on each site; therefore, there is no need of transferring the component itself. In addition, we assume that, there is no transmission power for components in the same execution site. Thus, the communication energy cost is given as:

 $e\_{u\_{i}v\_{j}}=\left\{\begin{array}{c}t\_{u\_{i}v\_{j}}×p\_{s} , ∀\left(u,v\right)\in E and i=0,j\in \left[1,k\right] \\t\_{u\_{i}v\_{j}}×p\_{r} , ∀\left(u,v\right)\in E and i\in \left[1,k\right],j=0 \\t\_{u\_{i}v\_{j}}×p\_{idle} , ∀\left(u,v\right)\in E and i,j\in \left[1,k\right], i\ne j\\0 otherwise \end{array}\right.$ (6)

The first and second formulas represents the communication energy spent on edge for sending data from mobile to offloading site and receiving data from offloading site to mobile, respectively. The third formula represents the energy a mobile spent while waiting data transfer between components on different offloading sites. Based on the measurement results found in [11], we made an assumption that$ p\_{s}>p\_{r}>p\_{c}>p\_{idle}$.

Our objective is to find an offloading decision that assigns *n* components to $k+1$ sites such that the whole execution of the graph has minimum energy consumption at mobile with acceptable execution delay. This problem can be modeled as an energy optimization problem with a constraint in completion time. A standard integer linear programming (ILP) solver has been successful to solve such kind of optimization problem [5, 24], therefore we formulate 0-1 ILP optimization problem that adopts the context of multisite offloading. The formulated minimization problem is given as follows:

 $minimize \{Energy\left(G\right)=\sum\_{v\in V}^{}\sum\_{i=0}^{k}(e\_{v\_{i}}×α\_{v\_{i}})+\sum\_{\left(u,v\right)\in E}^{}\sum\_{i=0}^{k}\sum\_{j=0}^{k}(e\_{u\_{i}v\_{j}}×α\_{u\_{i}}×α\_{v\_{j}})\}$ (7)

 $s.t. \sum\_{v\in V}^{}\sum\_{i=0}^{k}(t\_{v\_{i}}×α\_{v\_{i}})+\sum\_{\left(u,v\right)\in E}^{}\sum\_{i=0}^{k}\sum\_{j=0}^{k}(t\_{u\_{i}v\_{j}}×α\_{u\_{i}}×α\_{v\_{j}})\leq ∆\_{delay}$ (1)

 $∀v: \sum\_{i=0}^{k}α\_{v\_{i}}=1$ (2)

Here, we define $α\_{v\_{i}} $to be the decision variable that is equal to $1$ if component$ v $is executed on offloading site $q\_{i} $and $0 $otherwise. The optimization solver solves for the optimal assignment of$ α\_{v\_{i}}$ which minimizes the total energy consumption of mobiles. The first constraint stipulates that the total execution time of the application must be below the acceptable delay$ ∆\_{delay}$. The second constraint is introduced to enforce that each component is assigned to exactly one offloading sites. Note that the optimization problem is solved under some expectation of the channel state. As a result, it is challenging to solve an optimal offloading decision for unstable channels.

The optimization problem is similar to that of partitioning a finite element graph into a certain number of disjoint subsets of vertices while fulfilling some given objective [7]. However, this type of graph partitioning problem is known to be NP-complete [15, 16], more specifically NP-hard in case of multisite partitioning. Thus, we are not able to solve the optimal offloading decision for any application except small applications with small graphs [8]. A general approach to deal with NP-complete problem is to look for a polynomial-time algorithm that guarantees finding an approximate solution to the optimal one [17]. In this paper, we use a novel approach to transform the optimization problem to stochastic shortest path problem on a directed acyclic graph, then, we present an efficient algorithm which finds an approximate solution to optimization problem in polynomial time. Before describing our algorithm, we first show how we can model the dynamic characteristics of the channels as a finite-state Markovian model.

* 1. **Finite-state Markov Channel Model**

For the purpose of computation offloading, mobile devices create a wireless connection with several sites through a number of access points as shown in Figure 1b. As a result, the transmission rate of the connection varies depending on user’s location and time. Because, in computation offloading, the execution time heavily depends on the cost of transfer input/output data over the wireless link, the data transmission rate will have significant impact on offloading decisions [13].

The Markovian chain model has proved to be a very effective mathematical tool to describe a wireless channels where transmission rates varies stochastically over time. We consider a finite-state Markov model for each wireless communication between mobile and offloading sites. This model is a simple and effective approach which is suited to approximate fading channel models [18]. Although there are a lots of Markovian chain based models, we consider the Gilbert-Elliott channel to model the communication link since it is used to refer to wide class of finite-state fading channels. This channel model is a Markov chain with two states: good (denoted by$ g$) or bad (denoted by$ b$). If the channel is good, data is transmitted with a high rate ($r\_{g}$), otherwise if the channel is bad, it sends data with a low rate ($r\_{b}$) [19]. The transition between the two channel states occurs in discrete time instants, so that the channel is assumed to stay in a given state for some time unit. Let $γ\_{n}=g $if the channel is good during the $n^{th} $time unit, and $γ\_{n}=b$ otherwise. Hence, the state transition matrix of the channels*, P,* is given by:

$$P=\left[ \begin{matrix}p[γ\_{n}=g|γ\_{n-1}=g]&p[γ\_{n}=b|γ\_{n-1}=g]\\p[γ\_{n}=g|γ\_{n-1}=b]&p[γ\_{n}=b|γ\_{n-1}=b]\end{matrix} \right]=\left[ \begin{matrix}p\_{gg}& p\_{gb}\\p\_{bg}& p\_{bb}\end{matrix} \right]$$

The steady-state distribution is denoted as$ μ=[μ\_{g},μ\_{b}]$ , where $μ\_{g} $and $μ\_{b}$ denotes the steady-state probability of the channel being in good state and bad state, respectively. The steady-state probability of both states is given as:

$$μ\_{g}=\frac{p\_{bg}}{p\_{bg}+p\_{gb}} , μ\_{b}=\frac{p\_{gb}}{p\_{bg}+p\_{gb}} $$

Accordingly, if we assume the transmission power of mobiles is static, the expected steady-state transmission rate $R$ can be calculated as$ R=μ\_{g}r\_{g}+μ\_{b}r\_{b}$.

* 1. **Markov Decision Process formulation**

Under the stochastic channel model, we now describe how to formulate the multisite offloading decision problem as a Markov decision process. The MDP model consists of the following ﬁve elements: decision epochs, states, actions, transition probabilities, and costs [20].

We consider a finite horizon discrete time problem, where decisions are made at the beginning of a period or stage. The decision epochs represent a point of time for decision. In our formulation, we formed each stage based on the number of components in the application. We introduce two new nodes in the execution graph to represent the starting and ending of the execution. As a result, we have$ n+2 $components in the application execution graph forming$ n+2 $decision epochs. We represent the decision epoch as $T=\{0,1,2,…,n,n+1\}$ where decision epoch$ t\in T$ indicates that component $t$ has already executed.

The decision maker chooses an action based on the system state information, denoted by$ S$. Each state$ s\in S $is characterized by the combination of the channel states and the execution location of a component. We define the system state at a decision epoch$ t $as$ x\_{t,i}=(t,i,γ\_{t})$, where $ γ\_{t} $denotes the channel state for the next epoch between mobile and offloading sites (i.e., either$ g$ or$ b $), and$ i\in [0,k] $denotes the location of the executed component$ t$ . Figure 3 illustrates the state transition of the system under the Markovian stochastic channel. Because, we assume the initial channel state to be good, and executions start and end at the mobile, the initial and final system state is given as $ x\_{0,0}=\left(0,0,γ\_{0}=g\right)$ and$ x\_{n+1,0}=\left(n+1,0,γ\_{n+1}\right)$, respectively.



Figure 3 State transition of the system

Given the current state, the decision maker can choose among two major actions: migrate execution or continue execution. Migrate execution action executes the next component in a different execution site whereas continue execution action keeps executing the next component locally. Here, because we assume that the components of the application are already replicated on each site, migrate execution action performs only the action of sending the input data to a component in another site. Thus, at each stage, for $K+1$ sites we have $K+1$ number of action choices. We define the action set for state$ s $as$ A\_{s}$, and the action taken at stage $t $is represented by$ a\_{t}\in A\_{s}$. Based on the chosen action$ a $in the state$ s$, the state transition probability function for the next state $s^{'} $is given by$ P[s^{'}|s,a]$. This function applies the Markov property since the next state of a system is predicted from the current state only. Note that the transitional probabilities of the channels is not affected by the action, therefore, we consider the transition probability in the system equals to the transition probability of the channel state [9].

The decision rule prescribes a procedure for action selection in each state at a specified decision epoch. This paper considers a stochastic Markovian decision rule because the state channel between mobile and offloading sites are considered to be stochastic. A decision rule$ δ\_{t}:S\rightarrow A $is a mapping from states to action at decision epoch$ t$. It indicates which action to choose when system is at a specific state at a given time. A policy $π=\left(δ\_{0},δ\_{1},…,δ\_{n}\right) $represents a sequence of decision rule to be used at all decision epoch. A policy is said to be stationary if it forms$ π=\left(δ,δ,…\right)$ or $δ\_{t}=δ $for all$ t$. For convenience, we let$ π=\left(π(0),π(1),…\right)$, where $π\left(t\right) $denotes the action to take at decision epoch$ t $under policy$ π$. It follows that if a stationary policy is employed, then the sequence of states$ \{X\_{t}, t=0,1,…,n+1\} $forms a Markov chain with transition probability$ P\_{t}\left(s^{'}|s,π(s)\right)$. According to [21, Thm 2.2], there exist a stationary policy$ π^{\*} $which is optimal for all policy. Therefore, in this paper, our goal is to find an optimal stationary policy that suggests the best action which minimizes the sum of the cost incurred at the current stage and the least total expected cost that can be incurred from all subsequent stages. We denote $V^{π}\left(s\right) $to be the expected total cost of executing the application given the initial state$ s $and a policy$ π.$ $V^{π}\left(s\right) $is calculated as

 $V^{π}\left(s\right)=E^{π}\left[\sum\_{t=0}^{n}C\left(X\_{t},a\_{t}\right)|X\_{0}=s\right]$ (8)

where $E^{π} $represents the conditional expectation with respect to policy $π$ and$ C\left(X\_{t},a\_{t}\right) $is the cost incurred at stage$ t $by taking action$ a\_{t}$. In this paper, the cost function is considered to be either the amount of energy consumed or time spent at the mobile by taking the specific action. In the remainder of the paper, we will see how we can calculate and find the optimal policy which minimizes the total expected cost.

1. **Energy-efficient Multisite Offloading Decision**

In this section, we propose a novel algorithm that considers the stochastic behavior of the channels to solve the approximate multisite offloading decision. Under the Markovian stochastic channel, we adopt the MDP framework to predict the future channel states and make the energy-efficient offloading decision. This section introduces the optimality equations and the VIA then shows how we can use the algorithms to find the energy-efficient multisite offloading decision.

We target to find an optimal multisite decision which minimize the energy consumption of mobiles and satisfy the required execution deadline. Therefore, we represent the cost function in Section 3 for both time and energy consumptions. If we assume the transition of state occurs from$ X\_{t}=\left(t,i,γ\_{t}\right) $to$ X\_{t+1}=\left(t+1,j,γ\_{t+1}\right)$, then, the energy cost function,$ C\_{E}$, and time cost function,$ C\_{T}$, is given as follows:

 $C\_{E}\left(X\_{t},a\_{t}\right)=\sum\_{X\_{t+1}}^{}P\_{t}\left(X\_{t+1}|X\_{t},a\_{t}\right)[e\_{(t+1)\_{j}}+e\_{t\_{i}(t+1)\_{j}}(γ\_{t})]$ (9)

 $C\_{T}\left(X\_{t},a\_{t}\right)=\sum\_{X\_{t+1}}^{}P\_{t}\left(X\_{t+1}|X\_{t},a\_{t}\right)[t\_{(t+1)\_{j}}+t\_{t\_{i}\left(t+1\right)\_{j}}(γ\_{t})]$ (10)

Here, $e\_{t\_{i}(t+1)\_{j}}(γ\_{t}) $and$ t\_{t\_{i}\left(t+1\right)\_{j}}(γ\_{t}) $are calculated using the bandwidth rate between site$ q\_{i} $and$ q\_{j} $under the channel state of$ γ\_{t}$. These cost functions are important parameters for calculating the optimality equation of both energy and time of the multisite application execution. We describe the generalized optimality equation in the following sub section.

* 1. **Optimality Equations and Value Iteration Algorithm**

Under the established MDP model, we use the Bellman’s equation [21] to express the optimality condition. We consider the function $Q\left(s,a\right) $to be the expected cost of taking an action$ a $on state$ s $and, thereafter, act optimally. Then, the Bellman equation for our context takes the form:

 $Q\left(s,a\right)=\left\{\begin{array}{c}0 if s\in X\_{n+1}\\C\left(s,a\right)+\sum\_{s^{'}}^{}P\left(s^{'}|s,a\right)V\left(s^{'}\right) otherwise\end{array}\right.$ (11)

Here, we consider$ X\_{n+1} $to be the goal state, thus, the cost of taking any action on the goal state is zero. Moreover, we denote$ V\left(s\right) $to be the minimum expected total cost given initial state$ s$, i.e.,$V\left(s\right)=\min\_{π}V^{π}(s)$. Thus, we represent the optimality equation$ V\left(s\right) $as:

 $V\left(s\right)=\min\_{a}\left[Q\left(s,a\right)\right]$ (12)

The solution of the optimality equation represents the minimum expected total cost and the MDP optimal policy$ π^{\*}$. Note that the MDP optimal policy indicates the decision as to which site to migrate the execution, given the current state. Algorithms; such as value iteration algorithm (VIA), policy iteration algorithm (PIA), and linear programming, can be applied to solve the Bellman’s optimality equation [21]. We used VIA in our work due to its theoretical simplicity and easiness in coding and implementation [20]. The VIA which yields the optimal stationary policy and the corresponding expected total cost to our optimization problem is given as follows:

|  |
| --- |
| **Value iteration algorithm (VIA)** |
| 1. Initialize $V\_{0}\left(s\right)=0$ for all$ s\in S$
2. **For** $k=1$ to $n+1$
3. **For** each state$ s\in S$:
4. **For** each action $a\in A\_{s}$
5. $Q\_{k}\left(s,a\right)=C(s,a)+\sum\_{s'}^{}P\left(s^{'}|s,a\right)V\_{k-1}(s')$
6. $π\_{k}^{\*}\left(s\right)=arg min\_{a}[Q\_{k}\left(s,a\right)]$
7. $V\_{k}\left(s\right)=Q\_{k}\left(s,π\_{k}^{\*}\left(s\right)\right)$
8. **Return** $<Q\_{n+1},V\_{n+1},π\_{n+1}^{\*}>$
 |

Note that the algorithm reaches the goal state with a maximum of$ n+1 $steps. This indicates that the value function doesn’t improve after$ n+1 $iterations. Therefore, the algorithm terminates after the$ n+1 $iteration by returning the optimal stationary policy and value function. The value function at the last iteration,$V\_{n+1}(s)$, is considered as$ V\left(s\right)$. Once the optimal policy is returned, it can be stored in a matrix format, where each entry identifies the optimal action which represents the offloading decision for the given state.

* 1. **The Energy-efficient Multisite Offloading Policy Algorithm**

In this section, we describe an energy-efficient multisite offloading policy (EMOP) algorithm which minimizes the energy consumption of mobile and satisfies the execution deadline constraint. We show how we can use the policy generated from the VIA to find the optimal decision for an energy-efficient multisite execution. The EMOP algorithm takes the current state as an input and generates the optimal offloading decision for every possible future state.

Our optimization problem can be considered to be similar to delay-constrained least-cost path problem on state transition graph from $x\_{0,0}$ to$ x\_{n+1,0}$. Such type of restricted shortest path (RSP) problems can be solved using several optimization algorithms, such as Back-Forward heuristic algorithm [17] and Lagrangian-based linear composition algorithm [25]. These algorithms work first by determining the least cost path and the least delay path from every node to destination on the graph. Then, the Back-Forward algorithm searches the graph in two segments and finds the optimal path. The Lagrangian-based algorithm combines the delay and cost of each path, and finds the approximate optimal path for the composite value. Similarly, the EMOP algorithm starts by calculating the least energy and time cost of every state node using the VIA. However, the EMOP algorithm, then, uses a novel approach to explore every state to find the optimal offloading decision which is energy-efficient. The energy-efficient offloading decision indicates the best action that minimizes the expected energy cost and meets the deadline. Rather than setting the offloading decision of every component at the beginning of an application execution as shown in [6, 8], the EMOP algorithm provides the optimal decision for each component execution under all the possible system states. Thus, the optimal offloading decision of a component is made during application execution based on the observed channel state and the current execution location. This decision is represented by the energy-efficient offloading policy function which maps the possible states to the optimal offloading decision.

|  |
| --- |
| **Algorithm 1: EMOP algorithm**  |
| **Input:** $S,A,P,C\_{E},C\_{T}$, $∆\_{delay}$, $s\_{0}$**Output:** optimal offloading policy $ρ$ 1. $<Q\_{E},V\_{E},π\_{E}^{\*}>\leftarrow VIA(S,A,P,C\_{E},s\_{0})$ //finds the optimal energy and time cost for each state
2. $<Q\_{T},V\_{T},π\_{T}^{\*}>\leftarrow VIA(S,A,P,C\_{T},s\_{0})$ //at the same time finds the optimal policy
3. **if**$ V\_{T}(s\_{0})>∆\_{delay}$
4. **then** return “no feasible solution”
5. **For** each state$ s in S$:
6. **do** $a\_{E}\leftarrow π\_{E}^{\*}(s)$
7. **if** $a\_{E}=π\_{T}^{\*}\left(s\right) $**or** $Q\_{T}\left(s,a\_{E}\right)\leq ∆\_{delay}$
8. **then** $ρ\leftarrow ρ+\{(s,a\_{E})\}$ //consider the action$ a\_{E} $as optimal
9. **continue**
10. **do** $Q\_{E}\leftarrow Q\_{E}-\{(s,a\_{E})\}$
11. **if** $Q\_{E}=∅$
12. **then** $a\_{E}\leftarrow π\_{E}^{\*}(s)$
13. **break**
14. **else**
15. $a\_{E}\leftarrow arg min\_{a}[Q\_{E}\left(s,a\right)]$ //find the next energy optimal action
16. **Until** $Q\_{T}\left(s,a\_{E}\right)>∆\_{delay}$
17. $ρ\leftarrow ρ+\{(s,a\_{E})\}$
18. **return** $ρ$
 |

Algorithm 1 shows the EMOP algorithm for constructing the energy-efficient offloading policy of multisite execution. We use a subscript of$ E $and$ T $on the MDP policies and cost functions to represent the energy and time, respectively. The algorithm explores every state node and selects the action with the lowest energy and acceptable delay to be the optimal action. If the action with lowest energy doesn’t satisfy the delay constraint, the algorithm checks the next lowest energy action. It performs this operation until it finds an action which satisfies the delay constraint. After traversing the whole states, the EMOP algorithm gets the optimal multisite offloading policy which is used to make the optimal decision for every future state the system encounters.

The EMOP algorithm finds the optimal offloading decision with a computational complexity of$ O(SA)$, where$ S $is the state space, and$ A $is the action set. This computation complexity didn’t reflect the complexity of VIA. Although, the EMOP algorithm can be considered as a computational expensive operation for resource constrained mobiles, an assumption could be made so that the calculation for the optimal decision is performed by the remote server before the beginning of an application execution [2]. Therefore, the mobile devices only store the matrix form of the returned optimal function. The offloading decision will stay valid for the whole execution of the application under the current network environment.

1. **Numerical Simulation and Evaluation**

To evaluate the performance of our proposed EMOP algorithm in terms of energy saving, we conduct numerical simulation. We compare the results with a single site offloading execution. We also discuss the decision characteristics of the EMOP algorithm in different scenario, since the algorithm decision relies on the different component types.

* 1. **Simulation Setup**

For our simulation, we consider a scenario where there are three offloading sites (i.e., *K*=3), as in the heterogeneous system shown in Figure 1b. Site 1 simulates a server which is near to the mobile. Site 2 and Site 3 simulates cloud servers with different characteristics. Site 2 is considered to be the database server and Site 3 is a cloud server with higher computational capacity. We assume a two-state stochastic channel between mobile and offloading sites with a small threshold on the state transition probability. Therefore, we consider the state transition probabilities of the channel to be $p\_{gg}=0.995 $and $p\_{bb}=0.96 $[9]. For simplicity, the channel between the three offloading sites is assumed to be a deterministic channel with bandwidth rate which is ten times faster than the bandwidth of the mobile. Since, the database exists at Site 2, data intensive components on mobile devices and other offloading sites have to access the database with the same bandwidth rate of Site 2. We make additional assumptions on the power consumption rates of mobiles from the power readings of HP iPAQ PDA in [11]. The summarized system parameters used for our simulations are listed in Table 2 as follows.

Table 2. Simulation parameters of testing machines

|  |  |
| --- | --- |
| **Machine** | **Parameters** |
| Mobile | $$f\_{0}=500MHZ$$$$p\_{s}=1.3W,p\_{r}=1.0W,$$$$p\_{c}=0.9W,p\_{idle}=0.3W$$ |
| Site 1 | $$f\_{1}=2GHZ$$$$r\_{g}=100kb/s,r\_{b}=50kb/s$$ |
| Site 2 | $$f\_{2}=3GHZ$$$$r\_{g}=50kb/s,r\_{b}=10kb/s$$ |
| Site 3 | $$f\_{3}=5GHZ$$$$r\_{g}=50kb/s,r\_{b}=10kb/s$$ |

To make our simulation interesting and covering practical scenarios, we generate three types of application graphs using a certain schemes. The graphs are generated randomly by a combination of data-intensive (DI) and computational-intensive (CI) components. The first application we build for the simulation is a CI application, similar to N-queens puzzle and Sudoku solver application [23]. Since these types of applications are computationally intensive, we make CI components occupy 80% of the application graph and the rest is randomly selected from others. Similarly, to simulate the DI mobile application, like virus scanning application [23], DI components are used to fill 80% of the second application graph. Finally, we build a third application graph using a random distribution of DI & CI components. The parameters used to generate the graph components are presented in Table 3. Note that the weight on each node and edge is chosen from the given range.

Table 3. Configuration for generating application graph

|  |  |  |
| --- | --- | --- |
| **Configuration** | **Parameter** | **Value** |
| Computational-Intensive (CI) | Node weight | $w\_{v }\_{ }$ (M cycles) | 550-650 |
| $d\_{v\_{s}}$/$d\_{v\_{r}}$ (KB) | 4-8 |
| Data-Intensive (DI) | Node weight | $w\_{v }$ (M cycles) | 100-200 |
| $d\_{v\_{s}}$ (KB) | 25-30 |
| $d\_{v\_{r}}$ (KB) | 15-20 |
|  | Edge weight | $d\_{u,v}$ (KB) | 100-120 |

* 1. **Simulation Results**

First, we measured the energy consumption of a multisite execution using EMOP algorithm, and a single site execution. Then, we compared them and discuss the decision characteristics of the EMOP algorithm for different scenarios.

* + 1. *Energy consumption evaluation*

The energy consumption of application for single site execution, and multiple sites execution using the decision of EMOP algorithm are presented in Table 4. In this simulation, we assumed every node to be an offloadable component even though application execution starts and ends at mobile device. We consider the steady-state transmission rate for the channel between mobiles and sites. Thus, the energy cost (i.e., consumption) of a single site execution is calculated by totaling the weights on the edges and nodes of the graph corresponding to a specific site. Similarly, for multisite execution, the energy cost is calculated by totaling the weights on the edges and nodes of the graph based on the offloading decision of the EMOP algorithm.

From the simulation result in Table 4, we make two observations. First, when the number of nodes in the application graph are small, the energy consumption of executing an application on server which is near to the mobile (i.e., Site 1) results in larger energy saving compared with the cloud server execution (i.e., Site 2 and Site 3). However, as the number of nodes increases, the energy consumption of executing on server, near to the mobile, increases and finally outweighs the cloud server execution. This occurs because the energy wasted by application input/output data transfer becomes insignificant in the overall energy cost. Thus, since cloud servers have a higher computation capacity, they can save more energy than the servers which are near to the mobile.

Our second observation is about the multisite execution. The multisite execution, using the EMOP algorithm, seeks the energy-efficient execution of components on each site. The algorithm decides to offloads most of the components to the cloud servers where there is a higher computational speed and faster access to a database. Hence, the multisite execution consumes the least energy and achieves more energy saving as much as 30.8% compared to single site executions. When the number of nodes in the application graph are small, the multisite execution results in larger energy saving compared to single site execution, particularly cloud server executions (i.e., Site 2 and Site 3). The reason is that the EMOP algorithm makes the initial offloading decision to the higher bandwidth server, thus, eliminating the energy cost incurred due to data transfer on lower bandwidth of cloud servers. However, as the number of nodes increase, the difference between the amounts of energy saved by the multisite execution and cloud server execution gradually decreases. This occurs because the EMOP algorithm decides to offloads most of the application components to a single cloud server, hence, creating a smaller difference with a single site execution. Nevertheless, as the number of nodes increase, the energy saved by the multisite execution still increases when compared to a single site execution on server which is near to the mobile.

Table 4. Energy consumption comparison for different application graph executing on different sites

|  |  |  |
| --- | --- | --- |
| **Node** | **Graph** | **Energy(j)** |
| **Site 1** | **Site 2** | **Site 3** | **Multisite** |
| 10 | CI | 6.39 | 8.56 | 7.93 | 5.49 |
| DI | 4.77 | 7.55 | 7.74 | 4.10 |
| Random | 5.48 | 7.75 | 7.64 | 4.93 |
| 30 | CI | 12.02 | 12.24 | 10.64 | 7.65 |
| DI | 7.31 | 8.47 | 8.93 | 5.52 |
| Random | 8.87 | 9.51 | 9.27 | 6.59 |
| 60 | CI | 20.25 | 17.21 | 13.97 | 11.32 |
| DI | 11.21 | 10.22 | 11.28 | 7.29 |
| Random | 15.19 | 12.99 | 12.62 | 9.57 |
| 100 | CI | 33.53 | 25.54 | 19.45 | 16.84 |
| DI | 16.99 | 13.21 | 14.93 | 9.75 |
| Random | 24.64 | 18.07 | 17.14 | 14.40 |
| 150 | CI | 47.00 | 34.01 | 25.40 | 22.93 |
| DI | 22.77 | 15.41 | 18.23 | 12.36 |
| Random | 35.24 | 24.30 | 22.44 | 19.31 |

The execution with the EMOP algorithm can be performed with a small delay. Table 5 shows the energy consumption against time delay for application execution in different execution locations. The results are from the execution of a random application graph with 100 nodes. We observe that the multisite execution, using the EMOP algorithm, maintains the optimal energy under all delay constraints. In addition, we observe that only the multisite execution is possible for the delays which are smaller than ten seconds. The reason is that the multisite execution tends to make the first offloading to the higher bandwidth server which is near to the mobile. Then, the multisite executes the remaining components on the cloud servers where there is a higher computational speed and faster access to database. However, the energy cost gradually increase for lower delay constraints because sometimes the algorithm is forced to selects the least delay decision rather than the least energy decision.

Table 5. Energy consumption against time delay for different execution sites

|  |  |
| --- | --- |
| $$∆\_{delay}$$(sec) | **Energy (j)** |
| **Multisite** | **Site 1** | **Site 2** | **Site 3** |
| 18 | 14.40 | 24.64 | 18.07 | 17.14 |
| 16 | 14.40 | 24.64 | 18.07 | 17.14 |
| 14 | 14.40 |  | 18.07 | 17.14 |
| 12 | 14.40 |  | 18.07 |  |
| 10 | 14.40 |  |  |  |
| 9 | 18.63 |  |  |  |
| 8 | 23.25 |  |  |  |

* + 1. *Evaluation of the multisite offloading decision*

To evaluate the decision of the EMOP algorithm, we perform two simulations in different scenarios. In the first simulation, our objective is to examine the decision of the algorithm for different component types. Thus, we consider an application graph with a light edge weight so that the decision of the algorithm mainly depends on the weight of the nodes (i.e., the type of the components). In this case, we can have an energy efficient multisite execution if we execute DI components on database server and CI components on higher computational speed server. This approach is considered to be optimal since it has low energy cost for computation and accessing the database. The simulation result in Figure 4 shows that the EMOP algorithm considers this approach for making the energy efficient offloading decision. We observe that DI application execute most of its components on cloud server where the database exists (Figure 4a) and CI application executes most of its components on higher computational speed cloud server (Figure 4b). However, in both cases, we observe that the algorithm does not make a direct migration from mobile to cloud servers. Instead, it makes the initial and final migration to a server which is near to mobile. This occurs because the server has a low latency on bandwidth which results in low energy cost for migration.
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 Figure 4 Multisite offloading decision under light edge weight

Minimizing the energy cost on data access and data transfer of components is an important factor for saving energy. Therefore, we perform another simulation in order to examine the decision characteristics of the EMOP algorithm for different size on data access and data transfer of components. The simulation is performed using a DI application graph having a variable data size on its edges. Thus, we modify the simulation parameter of the edge data weight to be in a range of 30-350KB. Figure 5 shows the decision of the algorithm for different ratio on data weight of edge and nodes of a graph. We make two observations from the results. First, when there is high ratio of data transfer between components, the algorithm decides to keep the computation at the mobile (Figure 5a). It is because the energy cost of transferring input and output data is expensive compared to the total cost of local execution. Second, for some threshold on the ratio, the algorithm decides to offloads the execution to a server which is near to the mobile (Figure 5b). This occurs when the energy cost of input and output data transfer is small compared to the data access cost of the nodes on mobile. Furthermore, it is also observe that the EMOP algorithm selects the optimal point to make the transition from the server back to the mobile.

Based on our simulation results, we can observe that there is at most one migration between sites, and between mobile and site. This observation supports the one time offloading property in [9, 13], where at most one migration from mobile device to the cloud occurs. Our observation, additionally, suggests the existence of one time offloading property between sites.
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Figure 5 Multisite offloading decision under different edge and node weights

1. **Conclusion and Future work**

Since mobile devices access multiple cloud providers, multisite computation offloading is practicable. However, most of the current offloading schemes doesn’t consider the different capabilities the multiple sites and make computation offloading to a single server. Thus, they can only save a limited amount of mobile energy. In this paper, we proposed a multisite offloading policy for mobile devices which considers the heterogeneity of offloading sites to save more energy. The offloading policy assigns the appropriate components between mobile and sites to have minimized energy consumption at mobile. We built a mathematical model to describe the energy consumption of multisite application execution which considers the data-intensive and computational-intensive components of an application. Because the dynamicity of the wireless channel of mobiles cannot be ignored for the offloading decision, we adopted discrete time Markov chain to model the fading channel. We applied the Markov decision process framework to formulate the multisite decision problem as a delay-constrained least-cost shortest path problem on acyclic state transition graph. A Markov cost model is presented in this paper to appropriately formulate the energy and time consumption of offloading decisions. Finally, we proposed an efficient algorithm that considers the dynamic characteristics of the channels, and finds an approximate solution to optimization problem. The proposed EMOP algorithm incorporates the value iteration algorithm to find the energy-efficient multisite offloading policy for Markov chain model. Therefore, mobile applications which consists a data-intensive and computational-intensive components can save more energy by considering a multisite execution using the EMOP algorithm. Moreover, the multisite offloading policy is used to have the energy-efficient offloading decision in all channel states. We performed several simulations to verify the performance the algorithm. The results show that the EMOP algorithm is an efficient multisite computation offloading approach for mobile devices and outperforms the mobile and single site executions with respect to both energy consumption and execution time. In addition, our observation suggests the existence of one time offloading property between sites.

For future researches, we intend to improve the algorithm to allow more precise offloading by considering many structures of components. For instance, our current work doesn’t differentiate the data structure of component which may force different data structure components to be offloaded at the same site. In addition, we will characterize the ratio of data access and data transfer by components to incorporate it in EMOP algorithm. This will give us a better perspective for making an optimal offloading decision. Furthermore, we need to implement the algorithm in real-life scenarios to evaluate the efficiency and performance of the algorithm.
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