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* What are the major goals of the project?
The major goal of the project Data-Enabled Discovery Environments for Science and Engineering (DEDESE) is to perform fundamental computer science research in Innovative Cloud-HPC Programming Models and Data Intensive Applications. Our research aims to clarify which applications are best suited for clouds, which require HPC, and which can use both effectively. This will enable thoughtful planning of a national cyberinfrastructure. The CAREER plan identified 7 major thrust areas where I have made good progress:

1) Design, Analyze, and Implement a next generation Iterative MapReduce using a Map-Collective model where independent iterative maps are followed by user customizable collective operations; 
2) Design, Analyze, and Implement a higher-level programming model that compiles to an iterative MapReduce runtime; 
3) Design, Analyze, and Implement a scalable NoSQL storage model with compute-data affinity optimized for data processing;
4) Design, Analyze, and Implement a fault tolerance model that supports checkpointing between iterations for robustness and individual node failure without compromising performance by configurable settings; 
5) Evaluation of my research with real workloads, applications, and simulations with real applications from cloud-based bioinformatics through Exascale data analytics; 
6) Integrate research with education from undergraduate students to graduate students; 
7) Develop new curricula in cloud and distributed computing and proactively support adoption of such curricula in other universities with a cloud repository and classes, workshops and tutorials. 

Integrate 1) to 3) in a data-centric approach, addressing research issues both in the data systems and in their integration with programming models, runtimes (e.g. Twister/MapReduce), and scalable storage (e.g. IndexedHBase) as illustrated in Figure 1. Certain ideas such as fault tolerance built on the collective abstraction have potential for broad impact on cloud and Exascale systems.
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Figure 1  Architecture for Iterative MapReduce DEDESE supporting Data-Enabled Science (Data Mining and Data Analysis for Observations and Scientific Simulations)

*What was accomplished under these goals (you must provide information for at least one of the 4 categories below)?

Our research led to some unexpected discoveries. One was the identification of the importance of the High Performance Computing - Apache Big Data Stack (HPC-ABDS) software stack [CW5, CW6] illustrated by Hadoop (with our Harp plugin) which can run K-means, Graph Layout, and Multidimensional Scaling algorithms with realistic application datasets over 4096 cores on the IU Big Red II Supercomputer (Cray/Gemini) which achieves linear speedup [CW2]. This demonstrates the portability of HPC-ABDS to HPC and eventually Exascale systems. A second discovery was the Map-Streaming concept and our collaboration with the IU Network Science group on parallel Twitter feed clustering using Apache Storm in HPC-ABDS. We have shown in our recent work to be able to process the Twitter 10% data stream (“gardenhose”) in real-time with 96-way parallelism [CW1]. By natural improvements including advanced collective communication techniques developed in our Harp project, we will be able to process the full Twitter data stream in real-time.

My major technical achievements in these goals are centered on five software systems: Twister, Twister4Azure, Harp, IndexedHBase, and Pig/Harp integration. 

1) Twister was the forerunner of several parallel runtime engines that extend the MapReduce concept into the realm of iterative computations, whose importance is now generally recognized across the Big Data processing landscape. The seminal paper “Twister: A Runtime for Iterative MapReduce” was published in 2010 and has been cited 518 times as of March 2015. Twister4Azure is a Map-Collective framework for Microsoft Azure Cloud [CW7]. 

2) Harp is an open source project that builds on Twister and Twister4Azure. We implemented it as a library that plugs into Hadoop and enables users to run complex data analysis algorithms on both clouds and supercomputers. It supports general data abstractions with high performance collective communication, allowing synchronized data movement among computer nodes [CW1]. 

3) IndexedHBase is a scalable, fault-tolerant, and indexed NoSQL table storage system. As data intensive computing problems evolve, many applications require integrated batch analysis and streaming analysis in the cloud. A good demonstration of the system-level innovation for supporting such use cases is Google’s Cloud DataFlow. Moving forward with this trend, we propose the Cloud substrate for query, batch and streaming data analysis [B1, CW1, CW3].

4) Pig and Harp integration is our recent effort to simplify large-scale data processing through an integrated solution of building a high-level programming and runtime system with efficiency.  High level language provides customized data manipulation constructs while retaining flexibility of MapReduce-style systems through user-defined executions. This will enable compiling in an explicit dataflow (DAG) of multiple relational-style operations (e.g. join) with specialized domain-specific analytics operations (e.g. post analysis of twitter tweets) [CW4].

In 2014, we reached the milestones in our proposed goals for the following areas.  

It has become clear that with the increase of data volume and complexity, a runtime environment needs to integrate with community infrastructure which supports interoperable, sustainable and high performance data analytics. One solution is to converge Apache Big Data stack from industry with High Performance Cyberinfrastructure into well-defined and implemented common building blocks, providing sufficient richness in capabilities and productivity. HPC-ABDS (see Figure 2) has about 300 packages and aims to provide them in a library form so that they can be reused by higher-level applications and tuned for a specific domain problem, such as Machine Learning. 
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Figure 2 Comparison of current Data Analytics stack from Cloud and HPC infrastructure



Iterative computation is a kernel function to many data mining and data analysis algorithms. Missing in current MapReduce frameworks is collective communication, which is an essential element in many iterative algorithms. We introduce the “Harp library” to improve the expressiveness and high performance in Big Data processing. This library provides a common set of data abstractions and related collective communication abstractions to transform Map-Reduce programming models into Map-Collective models (see Figure 3), thereby addressing large collectives which are a distinctive feature of data intensive and data mining applications.
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Figure 3 Map-Collective Model


Harp is a plugin on Hadoop currently supported by Hadoop 1.2.1 and Hadoop 2.2.0. The Harp architecture is an extension on next generation MapReduce frameworks with Yarn resource manager, providing support to MapCollective applications (see Figure 4).  
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Figure 4 Harp Architecture



3) Major Activities: Software   
· Twister/ Twister4Azure/Harp
· IndexedHBase
· Pig integration with Harp and IndexedHBase
· CloudMOOC using Google Course Builder and EdX

Projects

Harp 
Recent newly designed big data processing tools focus on the abstraction of data and related computation flows. For example, Hadoop MapReduce defines data as Key-Value pairs and computation as Map-Reduce tasks. Pregel/Giraph defines data as vertices and edges in graphs and computation as BSP iterations. Spark abstracts data as RDDs with transformation operations on top of them. However, there is no abstraction of communication patterns in these tools. On the other hand, traditional distributed data processing tools, represented by MPI, have abstraction of collective communication. But this kind of abstraction is limited because it is only based on arrays and buffers. It cannot support complicated data abstractions and related communication patterns such as shuffling on Key-Values or graph communication based on edges and vertices. To improve the expressiveness and performance in big data processing, Harp abstracts application data into partitions and tables in data processing and transmission (see Figure 5). It supports data abstraction types such as arrays, key-values, and graphs with related collective communication operations on top of each type. Several applications were developed based on the Harp framework, including K-means clustering, Multi-dimensional scaling and PageRank [CW2].
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Figure 5 Hierarchical Data Abstraction

IndexedHBase
IndexedHBase has been successfully used to support Truthy, a public social media observatory that allows analysis of large scale (Hundred TBs) of social networking data collected through Twitter’s streaming application program interface (API). We have demonstrated the reproducibility of previous social media data analysis experiments enabled by IndexedHBase in a recent paper [CW3]. Meanwhile, IndexedHBase is currently employed to support multiple Truthy research projects related to topics such as meme lifetime distribution analysis and academic information diffusion on Twitter. With extensions based on the Storm stream processing engine, we can support non-trivial parallel analysis applications such as clustering over streaming data, and process the 10% Twitter stream in real-time [CW1]. Furthermore, based on our experience in IndexedHBase, we propose a general customizable and scalable indexing framework that can be implemented on top of many NoSQL databases, such as Cassandra and MongoDB.

Pig and Harp 
There is a growing need for analysis of terabytes of data collected every day for social network applications. To provide an effective data processing environment, we will need to support both query and complex analysis efficiently. Use of high-level scripting languages to solve Big Data problems has become a mainstream approach for sophisticated data mining and analysis. In particular, high level interfaces such as Pig, Hive, and SparkQL are being used on top of Hadoop framework. This simplifies coding of complex tasks in MapReduce-style systems while improving the flexibility of database systems through user-defined aggregations. We compare different approaches of building a high-level programming and runtime system and deploy an integrated solution with Pig and Harp and give extensive benchmarks.

CloudMOOC and BioMOOC
I have introduced two new curricula at Indiana University, CSCI-649 “Cloud Computing for Data Intensive Sciences” and CSCI-534 “Distributed Systems”, for Computer Science and Data Science graduate students. These classes have been taken by over 350 PhD, Masters, and undergraduate students in Computer Science and Data Science. In 2013 I received an Indiana University Trustee Teaching Award.
My teaching was initially funded by an NSF CAREER award followed by two dedicated grants. I extended the Google Course Builder Massive Open Online Course (MOOC) framework to allow customization of other MOOC structured courses for use on campuses, in minority serving institutions, or distance education in general. This Google-funded framework was used to successfully host my B649 “Cloud Computing” online course (CloudMOOC), which is part of the new Data Science program at IU. This framework also formed the basis of a collaboration with University of San Diego in a new NIH-funded project on Big Data training (BioMOOC). 
Specific Objectives:

· DEDESE will lead to a common data-analysis framework across high performance computing systems and cloud systems enabled by an extended MapReduce runtime. We create abstractions and connect to other communities so we can collaborative on common software building blocks.
· The use of these paradigms by important data intensive applications in bioinformatics, Computer Vision, Complex Networks, and Deep Learning.
· An outreach plan involving both HPC and eScience communities and education activities built around new cloud and distributed systems curricula and CloudMOOC course as part of the Data Science program at IU.

Significant Results:

Harp
We investigated basic architecture issues and the challenges of data analysis tools for complex scientific applications. Based on our analysis of different Big Data tools, we proposed to abstract a collective communication layer from these computation models. We built Map-Collective as a unified model to improve the performance and expressiveness of big data tools. With three applications (K-Means Clustering, Force-directed Graph Drawing and WDA-SMACOF) we demonstrated that the Map-Collective model can be simply expressed with the combination of proposed collective communication abstractions. The experiments show that we can scale these applications to 128 nodes with 4096 processors on the Big Red II supercomputer, where the speedup in most tests is close to linear. Additionally we are looking at running it at much larger scales. Furthermore, Map-Collective communication layer is designed in a pluggable, infrastructure agnostic way. It can be used in Hadoop ecosystem and HPC system. Harp has an open source collective communication library that can be plugged into Hadoop. With this plug-in, Map-Reduce jobs can be transformed into Map-Collective jobs and users can invoke efficient in memory message passing operations such as collective communication (e.g. broadcast and group-by) and point-to-point communication directly within Map tasks. For the first time, Map-Collective brings high performance to the Apache Big Data Stack in a clear communication abstraction, which did not exist before in the Hadoop ecosystem. We expect Harp to equal MPI performance with straightforward optimizations. Note that these ideas will allow simple modifications of Mahout library that will drastically improve the typical low parallel performance of Mahout; this demonstrates the value of building new abstractions into Hadoop rather than developing a totally new infrastructure as we did in our prototype Twister system.
IndexedHBase and Streaming Analysis
In 2014 we deployed IndexedHBase as production software on Moe cluster. IndexedHBase currently supports multiple Truthy research projects related to topics such as meme lifetime distribution analysis and academic information diffusion on Twitter. It can automatically  retrieve data from the 10% Twitter stream (“gardenhose”), split obtained Tweets into partitions, and parse and index such data on a daily base. With multiple parallel partition loaders, loading of one day's worth of data can finish within a few hours. In addition to data loading, IndexedHBase supports analysis and queries based on time range and stream clustering analysis. 

Pig and Harp integration
Use of Apache high-level languages on top of Hadoop MapReduce system for ETL and sophisticated applications has become a practical solution; however, those languages currently lack efficient support for iterative applications. We integrate Pig with Harp, a Hadoop plugin that enables loop-awareness and in-memory computation for long running applications, providing advanced data caching and customized communication for different types of applications. The results have been published and show performance improvement of factors from 2 to 5.

CloudMOOC and BioMOOC
The CSCI-B649: Cloud Computing online course (CloudMOOC) can be found at cloudmooc.appspot.com. In its second year, it now has 30 students enrolled as part of the Data Science Master’s degree newly offered at Indiana University in the Spring 2015 Semester. We have explored how to extract student information from Google Course Builder and deliver it to an external database. This framework also formed the basis of community repository on Biomedical Big Data training. We are exploring these features in our massive online course platform on EdX where instructors can conveniently assemble course materials (slides, videos and virtual machines) on the fly and students or researchers can do customized experiments from the community. This will enable the development of “multiple classes customized for different communities rather than single classes aimed at many students”, which is maximally adaptive for the large number of biomedical research learners who need to be educated in the emerging and ever-changing landscape of biomedically-oriented Big Data.


Software
We have released either open source software or libraries of three new projects.
· S1 (Harp: https://github.com/jessezbj/harp-project)
· S2 (IndexedHBase: https://github.iu.edu/truthy-team/IndexedHBase)
· S3 (Pig+ Harp: https://github.iu.edu/taklwu/pig-with-harp-on-yarn)
Key outcomes or
Other achievements:

We collaborated with domain scientists using DEDESE framework to conduct large-scale data analysis for bioinformatics and social science applications. We explored interoperability with HPC and Cloud through national infrastructure and commercial systems. IN
Classified OUT
Computer Vision
Complex Networks
Bioinformatics
Deep Learning

Figure 6 Data Analysis Applications

1) A major large-scale application is illustrated by a parallel sequence clustering and visualization pipeline which can efficiently cluster millions of sequences with various lengths. We developed a hybrid workflow model using MapReduce, iterative MapReduce and/or MPI frameworks and support all-pair sequence alignment (ASA), pairwise clustering (PWC), multidimensional scaling (MDS), interpolation and visualization. We also included a novel 3D phylogenetic tree visualization algorithm, which is built on top of the 3D MDS results and serves better than the traditional 2D phylogenetic trees. Our visualization result combined with the clustering result can help biologists observe and analyze structures among different gene clusters. One sample of the data was selected within 16S rRNA data sequences from the NCBI database. The total input sequence number is 1,160,946 with a unique data set of 684,769 sequences. Another came from AMF Fungi sequences totaling 482,158 unique sequences. The results of our analysis can be found at [W6, W7]
2) In computer vision domain, using the image features learned by convolutional neural networks, deep learning frameworks can achieve much higher accuracy in image classification compared with the earlier methods which use HOG features. We studied the challenging problem of clustering potentially billions of high dimensions (512-2048) of images classified with millions of clusters, where the data and required analysis is rather different from traditional scientific applications. We identified the importance of collective communication in large intermediate data transfers. Based on the changes from both the application and the system, we plan to move forward the research on image clustering. With Harp collective communication library, potentially with the help from the multithreading on CPU and GPU for the local computation, we can do image clustering on those deep learning new image features to explore the relations between feature data.
3) Social media data analysis is one specific application domain that follows the Big Data trend, which contains not only a large historical dataset at TB or even PB level, but also a high-speed stream at the rate of tens to hundreds of millions of social updates per day generated by people all over the world. Social media data is unique in that it contains not only textual content, but also rich information about the social context including time, geolocation, and relationship among users on the social network. Motivated by the widespread adoption of social media platforms such as Twitter and Facebook, investigating social activities through analysis of large scale social media datasets has been a popular research topic in recent years. For example, many studies investigate the patterns of information diffusion on social networks by processing historical datasets generated during real-world social events. By analyzing real-time social media data streams, more sophisticated applications such as online event detection and social-bots detection can be supported.
4) Global Machine Learning (GML) is one typical application on Big Data, where machine learning is applied over the full dataset rather than separately to each item. GML is usually illustrated by algorithms like Deep Learning, Clustering, LDA, PLSI, MDS, and Large Scale Optimizations as in Variational Bayes, MCMC, Lifted Belief Propagation, Stochastic Gradient Descent, and L-BFGS. LDA is a Bayesian network and the training algorithm is a special case of Variational Bayes or MCMC. For text mining applications, LDA gives a solid framework to calculate the semantics from the text data, and becomes a fundamental building block of many text analysis tools. Wikipedia snapshot is often used in the speedup and scalability experiments in the literature. Currently it has only about 2-4 million documents and much less than one million words in experiments, but it has the potential to grow in data volume by an order of magnitude. We propose to implement the state-of-the-art parallel algorithms of LDA efficiently on Harp and investigate general solutions in rich data analytic capabilities of HPC-ABDS ecosystem for traditional HPC scientific applications.
5) Deep Learning
Deep Learning (DL) has made major impacts in areas like speech recognition, drug discovery and computer vision. This success relies on training large neural nets – currently, up to 10 billion connections trained on 10 million images – using either large scale commodity clusters or smaller HPC systems where accelerators perform with high efficiency. With the rise of data size, it is clear that many aspects of how we have dealt with data processing have to change. For example, data locality becomes important for both current problem size (TB) and future problem size (PB). The shift of computing paradigm to data-driven suggests a need for novel programming models, new data structures and more attention to fault tolerance while enabling much easier access to large-scale distributed computing environments. To support integration of HPC and Big Data (Apache Big Data Stack) solutions, the input files can be saved in different data stores such as distributed file systems or NoSQL databases such as HBase. It will dynamically adapt to unbalanced data distribution through configurable region split and load balancing mechanisms, so as to achieve scalable random access speed and efficient order-preserving range scan. This interface will be used for storing and accessing data associated with multiple stages in the deep learning process, e.g. input training data records composed of feature sets, metadata shared by parallel workers during the learning process, and output records describing the trained models. The fine-grained record-level interface provides an easy way to partition the input or intermediate data among a set of parallel workers. We can further compose interfaces with higher-level abstractions that are most suitable for the actual learning models, including N-dimensional array-based interfaces (like SciDB), graph-based interfaces (with operations on sets of edges and vertices), and key-value pair-based interfaces. 

* What opportunities for training and professional development has the project provided?
DEDESE has contributed to enhancing the research and education integration to create a curriculum that attracts many future engineers and scientists. We have introduced two new curricula at Indiana University. CSCI-649 and CSCI-434 involve Clouds for Data Intensive Sciences and Distributed Computing. These courses have been taken by over 350 Ph.D., masters, and undergraduate students in Computer Science. We have contributed to a new handbook on “Cloud Computing for Data-Intensive Applications”.

* How have the results been disseminated to communities of interest?
We have released open source software based on our projects [S1, S2, S3] and developed hands-on tutorials for a broader user community. 

* What do you plan to do during the next reporting period to accomplish the goals?
Continue the integration of research, education and outreach of DEDESE.

Products

Book
Andy Li and J. Qiu, Co-editors. Cloud Computing for Data Intensive Applications, published by Springer Publisher, December 8, 2014. ISBN 978-1-4939-1904-8.

Book Chapter
B1. X. Gao, E. Roth, K. McKelvey, C. Davis, A. Younge, E. Ferrara, F. Menczer, J. Qiu. Supporting a Social Media Observatory with Customizable Index Structures - Architecture and Performance. Book chapter in Cloud Computing for Data Intensive Applications, published by Springer Publisher, 2014.
Conference and Workshop Papers
CW1. Xiaoming Gao, Emilio Ferrara, Judy Qiu. Parallel Clustering of High-Dimensional Social Media Data Streams. Under review at 15th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid 2015).
CW2. Bingjing Zhang, Yang Ruan, Judy Qiu. Harp: Collective Communication on Hadoop, Proceedings of IC2E, 2015.
CW3. Xiaoming Gao, Judy Qiu. Supporting Queries and Analyses of Large-Scale Social Media Data with Customizable and Scalable Indexing Techniques over NoSQL Databases. Proceedings of the 14th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid 2014), held in Chicago, Illinois, USA. May 2014.
CW4. Tak-Lon Wu, Abhilash Koppula, and Judy Qiu. Integrating Pig with Harp to support iterative applications with fast cache and customized communication. In Proceedings of the 5th International Workshop on Data-Intensive Computing in the Clouds (DataCloud '14). IEEE Press, Piscataway, NJ, USA, 33-39. DOI=10.1109/DataCloud.2014.8 
CW5. Judy Qiu, Shantenu Jha, Andre Luckow, Geoffrey C. Fox, Towards HPC-ABDS: An Initial High-Performance Big Data Stack, accepted to the proceedings of ACM 1st Big Data Interoperability Framework Workshop: Building Robust Big Data ecosystem, NIST special publication, March 13-21, 2014.
CW6. Shantenu Jha, Judy Qiu, Andre Luckow, Pradeep Mantha, Geoffrey C.Fox, A Tale of Two Data-Intensive Paradigms: Applications, Abstractions, and Architectures, Proceedings of the 3rd International Congress on Big Data Conference (IEEE BigData 2014).
CW7. T. Gunarathne, J. Qiu, and D.Gannon, “Towards a Collective Layer in the Big Data Stack”, 14th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGRID 2014). Chicago, USA. May 2014.
CW8. Geoffrey Fox, Shantenu Jha, Judy Qiu, Andre Luckow, Towards an Understanding of Facets and Exemplars of Big Data Applications, accepted to the Twenty Years of Beowulf Workshop (Beowulf), October 13-14, 2014.

Websites
W1. Twister  (http://www.iterativemapreduce.org/)
W2. Twister4Azure (http://salsahpc.indiana.edu/twister4azure/)
W3. Harp (http://salsaproj.indiana.edu/harp/index.html)
W4. IndexedHBase (http://salsaproj.indiana.edu/IndexedHBase/index.html)
W5. CloudMOOC (http://cloudmooc.appspot.com)
W6. Million sequence clustering (http://salsahpc.indiana.edu/millionseq/)
W7. The fungi phylogenetic project (http://salsafungiphy.blogspot.com/)
W8 SPIDAL (https://github.com/DSC-SPIDAL)


Other Products
Educational aids or Curricula

I have co-edited a new book on “Cloud Computing for Data-Intensive Applications” with Prof. Andy Li from University of Florida. The book was published December 2014 by Springer Publisher, a prominent international publisher. We only invited top researchers who were highly recognized with outstanding contributions to Parallel and Distributed Computing. Below is a list of chapter authors. As shown in Table 1, these individuals are either renowned professors from prestigious academic institutions or top scientists from federal research facilities. This handbook of Cloud Computing includes contributions from world experts in the field of cloud computing from academia, research laboratories and private industry. 

The book focuses on cloud computing platforms and their impact in Big Data Sciences. It covers systems that deliver infrastructure as a service; HPC as a service; virtual networks as a service; scalable and reliable storage, algorithms that manage vast cloud resources and applications; runtime, and programming models that enable pragmatic programming and implementation toolkits for eScience applications. Many scientific applications in clouds will be discussed including bioinformatics, biology, weather forecasting, and social networks. The handbook is intended for advanced-level students and researchers in computer science and engineering and Big Data sciences as a reference book. This handbook is also beneficial to IT professionals and investors who wish to learn more about Cloud Computing.
	Author Name
	Affiliation
	Title

	Dr. Gregor Von Laszewski
	Indiana University
	Assistant Director/Adjunct Associate Professor

	Dr. Lavanya Ramakrishnan
	Lawrence Berkeley National Lab
	Research Scientist

	Dr. Ioan Raicu
	Illinois Institute of Technology
	Assistant Professor

	Dr. Alexandru Iosup 
	Delft University of Technology, Netherlands
	Assistant Professor

	Dr. Jose Fortes
	University of Florida
	Professor and AT&T Eminent Scholar / Director 

	Dr. Beth Plale
	Indiana University 
	Professor/Director

	Dr. Manish Parashar
	Rutgers University 
	Professor/Director

	Dr. Jun Wang
	University of Central Florida
	Associate Professor

	Dr. Raj Buyya
	University of Melbourne
	Professor/Director

	Dr. Andy Li
	University of Florida
	Associate Professor

	Dr. Lixin Gao
	University of Massachusetts Amherst
	Professor

	Dr. Han Zhao
	Qualcomm Research Silicon Valley
	Senior Engineer

	Dr. Abhisheck Chandra
Dr. Jon Weissman
	University of Minnesota
	Associate Professor,
Professor

	Dr. Qiong Luo 
	Hong Kong University of Science and Technology, China
	Associate Professor

	Dr. Gabriel Antoniu
	Inria, France
	Senior Research Scientist

	Dr. Judy Qiu
	Indiana University
	Assistant Professor

	Dr. Tevfik Kosar
	University at Buffalo
	Associate Professor


Table 1: List of Chapter Authors for Book "Cloud Computing for Data-Intensive Applications"

NOTE: You may upload PDF files with images, tables, charts, or other graphics in support of the Products section. You may upload up to 4 PDF files with a maximum file size of 5 MB each.

What individuals have worked on the project?  
	Name 
	Most Senior Project Role 
	Nearest Person Month Worked

	Xiaoming Gao
	
	

	Bingjing Zhang
	
	

	Stephen Wu
	
	

	Zhenghao Gu
	
	

	Thomas Wiggins
	
	



What other organizations have been involved as partners?
The online service will also ask you for additional information such as:
· Type of Partner Organization
· Name
· Location
· Partner’s contribution to the project

Have other collaborators or contacts been involved?   Yes    No

The core technologies derived from my CAREER project are related to other projects include the NSF DIBBs project on middleware and high performance analytics libraries in collaboration with Rutgers, Virginia Tech, Utah, Arizona, Kansas and Stony Brook Universities; NSF Rapid Prototyping HPC Environment for Deep Learning in collaboration with Stanford and Tennessee; and NIH Open Resource for Collaborative Biomedical Big Data Training in collaboration with UCSD. Other outside collaborators include Peking University, Jülich, Seattle Children’s Hospital and Microsoft, while I have strong collaborations at Indiana University in Network Science (Prof. Philippo Menczer), Bioinformatics (Prof. Haixu Tang) and Cheminformatics (Prof. David Wild).

Impacts
What is the impact on the development of the principal discipline(s) of the project?
The integration of research, education and outreach is a key feature of DEDESE. It will directly drive a needed workforce pipeline by exploiting three aspects of cloud computing: the millions of new jobs expected to be created based on this technology; the emerging data-enabled science it supports; and the pervasive repository supported by clouds where my curriculum and research results can feed into the community.
What is the impact on other disciplines?
The principal disciplines of DEDESE are Computer Science (goals 1-~4) and Computational Science, and these intrinsically impact other disciplines (goal 5).

What is the impact on the development of human resources?
DEDESE made a substantial contribution to human resources through its education (e.g. CloudMOOC), training (e.g. NIH bioMOOC) and REU activities such as national workshops. 

What is the impact on physical resources that form infrastructure?
DEDESE is to clarify which applications are best suited for clouds, which require HPC, and which can use both effectively.

What is the impact on institutional resources that form infrastructure?
DEDESE provides feedback on institutional resource configurations and their utilizations. 

What is the impact on information resources that form infrastructure?
HPC-ABDS and new technologies we develop in this framework are important for data systems software.

What is the impact on technology transfer?
We can expect technology transfer to occur but none yet. We are working with Intel and Microsoft.

What is the impact on society beyond science and technology?
DEDESE integrates research with education involving undergraduate students and graduate students. The research will directly drive a needed workforce pipeline by exploiting three aspects of cloud computing: the millions of new jobs expected to be created based on this technology; the emerging data-enabled science it supports; and the pervasive repository supported by clouds where my curriculum and research results can feed into the community. We develop new curricula in cloud and distributed computing and proactively support adoption of such curricula in other universities with a cloud repository and classes, workshops and tutorials.

Changes/ Problems 
Changes in approach and reason for change: 
Actual or Anticipated problems or delays and actions or plans to resolve them:
Changes that have a significant impact on expenditures: 
Significant changes in use or care of human subjects: 
Significant changes in use or care of vertebrate animals: 
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