Related work to this research are the efforts by industry and academia on defining benchmarks and Big Data standards. We discuss benchmarks closely in chapter 0 – Landscape of Benchmarks and reserve this space to recognize the work of Big Data benchmarking community (BDBC) that is working towards the development of industry standard benchmarks for Big Data. BDBC and its workshop series on Big Data benchmarking (WBDB) are the closest efforts in the literature on the subject we could find besides Ogre efforts.

**Database Benchmarking**

Following the experience gathered from the first WBDB workshop, Baru et al. [1] discusses the need for coming up with systematic approaches to Big Data benchmarking and presents 5 important design considerations – component vs. end-to-end, Big Data applications, data sources, scaling, and metrics – as described below.

* **Component vs. end-to-end**

Component benchmarks, for example SPEC’s CPU benchmark [2] and TeraSort [3], evaluate only one or few entities of the system. These are relatively easy to define, especially when components have standard application programming interfaces (APIs). End-to-end benchmarks test the entire system rather picking up a particular component, which usually involves tackling a complex setup and evaluation. TPC-DS [4] and BigBench [5] are examples for such benchmarks where they measure the system’s ability from data loading to data serving for different queries over a variety of data types while supporting periodic updates.

* **Big Data applications**

The first thing to note with Big Data applications is their diversity ranging from scientific to social data, thus making it impossible to find a single application to Big Data. The other question is deciding if a particular benchmark should model a concrete application or an abstract model. The authors claim that modeling a concrete application has the advantages of being able to provide a detailed specification and to relate real world business workloads to the benchmark. They also note that such modeling could be done only by considering the key characteristics of the particular application.

* **Data sources**

The third consideration is whether to use real data or synthetic data for benchmarks and the conclusion has been to use synthetic data that ensures the characteristics of real data. The reasons are, 1) synthetic data sets are relatively easy to generate on different scales 2) real data sets may not reflect all the properties of data expected to be handled by the application, and 3) synthetic data could incorporate characteristics of real data.

* **Scaling**

The system under test (SUT) and the real installation may be different in scale and with Big Data it is most likely that the latter is much larger than SUT in contrast to the case with traditional TPC tests where usually the opposite is true. One aspect of scaling is being able to extrapolate the benchmark results from SUT to reason about the real system. Another aspect is dealing with “elasticity”, especially in cloud environments where data sizes and resources could grow and shrink dynamically. It should also take into consideration the failures and provide benchmarking measures.

* **Metrics**

Benchmark metrics usually target for performance, but price for performance is equally important, especially with Big Data hardware and software systems. The suggestion is to adopt the TPC’s pricing scheme and also include energy costs and system setup costs. The latter could be very large for Big Data systems that they may not be ignored.

In a recent tutorial [6] Baru et al. extend these to include ideas such as reuse, where to get data, verifiability, and implementation based vs paper and pencil. They also introduce the “Vs” of Big Data benchmarks – volume, velocity, and variety. Volume determines if the benchmark can test the scalability of the system to large volumes of data. Velocity questions the ability to deal with frequent data updates and variety is the ability to include operations on heterogeneous data.

Another point to take from [6] is the types of benchmarks – micro, functional, genre-specific, and application level – as described below.

* **Micro-benchmarks**

These are benchmarks designed to evaluate specific low level system operations. Examples of micro-benchmarks include the popular OSU [7] benchmarks suite and enhanced DFSIO from HiBench [8].

* **Functional benchmarks**

These may also be called as component benchmarks where the objective is to exercise a particular high level function such as sorting or an individual SQL operation like select, project, join, etc.

* **Genre-specific benchmarks**

Any benchmark that is related with the type of data such as in the case of Graph500 [9] where it deals with graph data.

* **Application level benchmarks**

These are full applications that evaluates hardware and software for a given data and workload.

**Existing Benchmarks**

The intent of this section is to present an overview of the existing benchmarks, especially those related with Big Data applications, as a guide and to emphasize the need of yet another benchmark to cover the problems in question. We will start the discussion with HPC benchmarks.

**HPC Benchmarks**

***LINPACK and Its Variants***

The bloodline of LINPACK [10] includes its shared memory version – LAPACK [11], the parallel distributed memory implementation – ScaLAPACK [12], and the Top500’s [13] yardstick – HPL [14, 15]. These are kernel solvers for dense linear systems of the form $Ax=b$. The strategy is to use lower upper (LU) factorization followed by a solver that totals $2n^{3}/3+2n^{2}$ floating point operations (*flop*). The performance metric is *flop* per second – generally mega or giga *flop*s per second (Mflop/s of Gflop/s).

The LINPACK benchmark report [16] includes results from three benchmarks – LINPACK Fortran n=100, LINPACK n=1000, and HPL. The first is a sequential Fortran based solver for a matrix of order 100. The rules specify that no change other than compiler optimizations are allowed for this case. The second benchmark is for a matrix of order 1000 with relaxed rules where the user can replace the LU factorization and solver steps. The report also includes results exploiting shared memory parallelism in a fork-join style for the n=1000 test. HPL benchmark relaxes both the choice of implementation and problem size. Its parallel algorithm for distributed memory systems is explained in [17] and a scalable implementation is packaged into the HPL software distribution that scales both with respect to the amount of computation and communication volume as long as the memory usage per processor is maintained [18].

***NAS Parallel Benchmarks***

NAS Parallel Benchmarks (NPB) are a set of kernel and pseudo applications derived from computational fluid dynamics (CFD) applications. They are meant to compare the performance of parallel computers and to serve as a standard indicator of performance [19]. The original NPB 1, which is a paper and pencil specification, includes 5 kernels and 3 pseudo applications. Optimized message passing interface (MPI) parallel implementations became available since version 2.3.

The original benchmark set was extended with a multi zone (MZ) implementations of the original block tridiagonal (BT), scalar pentadiagonal (SP), and lower upper (LU) pseudo applications. MZ versions intend to exploit multiple levels of parallelism and the implementations use MPI plus threading with OpenMP [20]. NPB was further extended to include benchmarks that evaluate unstructured computation, parallel I/O, and data movement. Parallel to NPB another set of benchmarks were introduced as GridNPB to rate the performance of grid environments.

A notable feature in NPB is its well defined benchmark classes – small (S), workstation (W), standard, and large. Standard class is further divided into sub classes A, B, and C with problem size increasing roughly 4 times from going one class to the next. The large class also introduce D, E, and F sub classes where the problem size increase is roughly 16 times. A detailed description of the actual problem sizes for each class is available in [21] and we would like to capture this property in our proposed benchmarking strategy as well.

**Big Data Benchmarks**

There is a range of Big Data benchmarks in the current literature and we intend to describe a selected few covering different areas in this section.

***BigDataBench***

BigDataBench [22, 23] is a benchmark suite targeting Internet services. There is a total of 33 benchmarks (or workloads as the authors refer) implemented out of 42 and they are classified into 5 application domains – search engine, social network, e-commerce, multimedia data analytics, and bioinformatics. Moreover, these 33 benchmarks have multiple implementations for some of them, thus totaling 77 tests. The implementations use several components of the Apache Big Data Stack (ABDS) [24, 25] and some of their commercial adaptations. An extracted summary of benchmarks from [23] is given in Table 3.

The latest (version 3.1) handbook [23] of the BigDataBench mentions that each workload is quantified over 45 micro-architectural level metrics from the categories instruction mix, cache behavior, TLB behavior, branch execution, pipeline behavior, offcore request, snoop response, parallelism, and operation intensity. The original paper [22] also presents 3 user perceivable metrics – processes requests per second (RPS), operations per second (OPS), and data processes per second (DPS). Note, each of these are relevant only for some workloads.

Table 3 Benchmark summary of BigDataBench

|  |  |  |
| --- | --- | --- |
| **Application Domain** | **Operation or Algorithm** | **Software Stack** |
| Search Engine | Sort, Grep, WordCount, Index, PageRank, Nutch Server, Read, Write, Scan | Hadoop, Spark, MPI, Nutch, HBase, MySQL |
| Social Network | K-means, Connected Components (CC), BFS | Hadoop, Spark, MPI |
| E-commerce | Select, Aggregate, and Join queries, Collaborative Filtering (CF), Naïve Bayes, Project, Filter, Cross Product, OrderBy, Union, Difference, Aggregation | Impala, Hive, Shark |
| Multimedia | BasicMPEG, SIFT, DBN, Speech Recognition, Image Segmentation, Face Detection |  MPI |
| Bioinformatics | SAND, BLAST | Work Queue, MPI |

BigDataBench presents two things – implications of data volume and benchmark characterization. The paper [22] presents the importance of testing with increasing loads to figure out the performance trends in each case. The metrics, million instructions per second (MIPS) and cache misses per 1000 instructions (MPKI) are given to elaborate this fact. The benchmark characterization measures operation intensity and effects of hierarchical memory. In conclusion they present that the kind of benchmarks tested in BigDataBench show relatively low ratios of computation to memory accesses compared to traditional HPC benchmarks. Further, they show that L3 caches show the least MPKI numbers for these benchmarks and that a possible cause of seeing higher MPKI values in lower level caches (L1, L2) could be due to the use of deep software stacks.

BigDataBench besides providing a large number of benchmarks and metrics, also presents a way to reduce the number of benchmarks that one would need to run in order to assess a system comprehensively. The strategy behind this is instead of characterizing a benchmark into 45 (micro-architectural metrics) dimensions, pick the most uncorrelated dimensions with the help of running principal component analysis (PCA) [26] and then cluster the benchmark performance vectors with K-means clustering to form groups of similar benchmarks. Then pick a representative benchmark from each cluster either by picking on close to the edge of a cluster or the mid of a cluster. There are two lists of such shortlisted benchmarks presented in [23].

***HiBench***

HiBench [8] is a Hadoop benchmark suite intended to evaluate MapReduce styled applications. It identifies the interest in the community to use Hadoop and its ecosystem – Pig, Hive, Mahout, etc. – to areas such as machine learning, bioinformatics, and financial analysis. The introduction of HiBench, as it authors claim, is to overcome the limited representation and diversity of existing benchmarks for Hadoop at its time. The benchmarks they have compared are sort programs, GridMix [27], DFSIO [28], and Hive performance benchmark [29]. A few reasons why these does not do a fair evaluation are, 1) does not exhibit computations compared to real applications, 2) no data access outside map tasks, and 3) represents only analytical database queries (Hive benchmarks), which does not evaluate MapReduce over a broad spectrum of large data analysis.

HiBench introduces micro-benchmarks and real world applications. The micro-benchmarks include the original Sort, WordCount, and TeraSort from Hadoop distribution itself. The real applications are Nutch indexing, PageRank, Bayesian classification, K-means clustering, and EnhancedDFSIO. The latter could be identified as a micro-benchmark in today’s context and is an extension on the original DFSIO to include measure aggregated I/O bandwidth. HiBench evaluates these benchmarks for job running time and throughput, aggregated HDFS bandwidth, utilization of CPU, memory and I/O, and data access patterns, i.e. data sizes in map-in, map-out/combiner-in, combiner-out/shuffle-in, and reduce out stages. In conclusion the authors claim HiBench represents a wider range of data analytic problems with diverse data access and resource utilization patterns. Latest release for HiBench is version 3.0 done on October 2014 and is available at [30].

***Graph500***

Graph500 [31], unlike other Big Data benchmarks, is intended to evaluate a variety of architectures, programming models, and languages and frameworks against data intensive workloads. It brings to light the point that systems targeted for traditional physics simulations may not be the best for data intensive problems. The benchmark performs breadth-first graph search and defines 6 problem classes denoted as levels 10 through 15. These indicate the storage in bytes required to store the edge list such that for a given level, $L$, the size will be in the order of $10^{L}$.

There are 2 timed kernels in Graph500 – kernel 1 creates a graph representation from an edge list and kernel 2 performs the BFS. Kernel 2 is run multiple times (64 times usually) each with a different starting vertex. After each run a soft validation is run on results. The soft validation checks for properties of a correct BFS tree rather verifying if the resultant BFS tree is the one for the input graph and the particular starting vertex. The performance metric of Graph500 defines a new rate called traversed edges per second, $TEPS=m/time\_{k2}$, where $m$ is the number of edges including any multiple edges and self-loops, and $time\_{k2}$ is the kernel 2’s execution time.

***BigBench***

BigBench [5, 32] is an industry lead effort to defining an comprehensive Big Data benchmark that emerged with a proposal that appeared in the first workshop on Big Data benchmarking (WBDB) [33]. It is a paper and pencil specification, but comes with a reference implementation to get started. BigBench models a retailer and benchmarks 30 queries around it covering 5 business categories depicted in the McKinsey report [34].

The retailer data model in BigBench address the three V’s – volume, variety, and velocity – of Big Data systems. It covers variety by introducing structured, semi-structured, and unstructured data in the model. While the first is an adaptation from the TPC-DS [4] benchmark’s data model, the semi-structured data represents the click stream on the site, and unstructured data denotes product reviews submitted by users. Volume and velocity are covered with a scale factor in the specification that determines the size for all data types, and a periodic refresh process based on TPC-DS’s data maintenance respectively.

Part of the BigBench research is on data generation, which includes an extension to the popular parallel data generation framework (PDGF) [35] to generate the click stream data (semi-structured), and a novel synthetic reviews (unstructured text data) generator, TextGen, which is seamlessly integrated with PDGF.

There are a total of 30 queries covering 10 classes from 5 business categories. While these cover the business side well, they also cover 3 technical dimensions – data source, processing type, and analytic technique. Data source coverage is to represent all three – structured, semi-structured, and unstructured data – in the queries. Given that BigBench is a paper and pencil specification, the queries are specified using plain English. While some of these could be implemented efficiently with structured query language (SQL) or Hive-QL [36] like declarative syntaxes, the others could benefit from a procedural based implementation like MapReduce or a mix of these two approaches. The processing type dimension assures that the queries make a reasonable coverage of these three types. BigBench identifies 3 analytic techniques in answering queries – statistical analysis, data mining, and simple reporting. The analytic technique dimension of BigBench does justice to these 3 techniques by covering them reasonably in the 30 queries. The paper leaves out defining a performance metric for future work, but suggests taking a geometric mean approach as $\sqrt[30]{\prod\_{i=1}^{30}P\_{i}}$ where $P\_{i}$ denotes execution time for query $i$. It also presents their experience implementing and running this end-to-end on Teradata Aster database management system (DBMS).

In summary, BigBench is in active development at present and provides a good coverage on business related queries over a synthetic dataset. Additionally, plans are set for a TPC proposal with its version 2.0 besides being a benchmark on its own.

***LinkBench***

LinkBench [37] is a benchmark developed at Facebook to evaluate its graph serving capabilities. Note, this evaluates a transactional workload, which is different from a graph processing benchmark like Graph500 that runs an analytic workload. LinkBench is intended to serve as a synthetic benchmark to predict the performance of a database system serving Facebook’s production data, thereby reducing the need to perform costly and time consuming evaluations mirroring real data and requests.

The data model of LinkBench is a social graph where nodes and edges are represented using appropriate structures in the underlying datastore, for example using tables with MySQL. The authors have studied in detail the characteristics of the Facebook’s data when coming up with a data generator that would closely resemble it.

The workload is also modeled after careful studying of actual social transactions. They consider several factors such as access patterns and distributions, access patterns by data type, graph structure and access patterns, and update characterization in coming up with an operation mix for the benchmark.

The design includes a driver program that generates data and fires up requester threads with the operation mix. The connections to the data store are handled through LinkBench’s graph store implementation, which currently includes support for MySQL back ends. Most of the information for the benchmark is fed through simple configuration file, which makes it easy to adapt for different settings in future.

Primary metrics included in the benchmark are operation latency and mean operation throughput. The other metrics include price/performance, CPU usage, I/O count per second, I/O rate MB/s, resident memory size, and persistent storage size.

***MineBench***

MineBench [38] is a benchmark targeted for data mining workloads and presents 15 applications covering 5 categories as shown in Table 4.

Table 4 MineBench applications

|  |  |  |
| --- | --- | --- |
| **Application** | **Category** | **Description** |
| ScalParC | Classification | Decision tree classification |
| Naïve Bayesian | Classification | Simple statistical classifier |
| SNP | Classification | Hill-climbing search method for DNA dependency extraction |
| Research | Classification | RNA sequence search using stochastic Context-Free Grammars |
| SVM-RFE | Classification | Gene expression classifier using recursive feature elimination |
| K-means | Clustering | Mean-based data partitioning method |
| Fuzzy K-means | Clustering | Fuzzy logic-based data partitioning method |
| HOP | Clustering | Density-based grouping method |
| BIRCH | Clustering | Hierarchical Clustering method |
| Eclat | Association Rule Mining | Vertical database, Lattice transversal techniques used |
| Apriori | Association Rule Mining | Horizontal database, level-wise mining based on Apriori property |
| Utility | Association Rule Mining | Utility-based association rule mining |
| GeneNet | Structure Learning | Learning Gene relationship extraction using microarray-based method |
| SEMPHY | Structure Learning | Learning Gene sequencing using phylogenetic tree-based method |
| PLSA | Optimization | DNA sequence alignment using Smith-Waterman optimization method |

It has been a while since MineBench’s latest release in 2010, but it serves as a good reference for the kind of applications used in data mining. Moreover, these are real world applications and the authors provide OpenMP based parallel versions for most of them. The input data used in these applications come from real and synthetic data sets of varying size classes – small, medium, and large.

A performance characterization of data mining applications using MineBench is given in separate papers [39, 40]. The architectural characterization paper [40], in particular is interesting for a couple of reasons. First, it justifies the need to introduce a new benchmark system by identifying the diversity of data mining applications. It does so by representing each application as a vector of its performance counters and using K-means clustering to group them. While applications from other benchmarks such as SPEC INT, SPEC FP, MediaBench and TPC-H tend to cluster together, data mining applications falls under multiple clusters. Second, it characterizes the applications based on 1) execution time and scalability, 2) memory hierarchy behavior, and 3) instruction efficiency. While it is expected from any benchmark to have a study of performance and scalability, we find the other two dimensions are equally important and adoptable towards studying Big Data benchmarks as well.

***BG Benchmark***

BG [41] emulates read and write actions performed on a social networking datastore and benchmarks them against a given service level agreement (SLA). These actions originate from interactive social actions like view profile, list friends, view friend requests, etc. BG defines a data model and lists the social actions it benchmarks in detail in [41]. It introduces two metrics to characterize a given datastore as given below.

* **Social Action Rating (SoAR)**

Defines the highest number of completed actions per second agreeing to a given SLA.

* **Socialites**

Defines the highest number of simultaneous threads that issue requests against the datastore and satisfy the given SLA.

An SLA requires that for some fixed duration 1) a fixed percentage of requests observing latencies equal or less than a given threshold, and 2) the amount of unpredictable data is less than a given threshold. Quantifying unpredictable data is an offline process done through log analysis at the granularity of a social action.

BG implementation consists of three components – BG coordinator, BG client, and BG visualization deck. There can be multiple clients and they are responsible for data and action generation. The coordinator communicates with clients to instruct on how to generate data and emulate actions based on the given SLA. It also aggregates the results from clients and presents to the visualization deck for presentation.

**MDS and Clustering Ogres**

We briefly introduce about MDS and clustering Ogres, and their implementations in the SPIDAL package. We follow up on this with an introduction to real use cases of MDS and clustering in our work and preliminary performance results we have obtained.

**MDS**

MDS is a technique used often to visualize higher dimensional data in 3D. The input to an MDS algorithm is an $NxN$ distance matrix corresponding to the pairwise distances of $N$ item. The goal of the algorithm is to map each item as a point in the given lower dimension such that for any given pair of items the distance between them in the mapped space preserves the corresponding distance in the original space as shown in Figure 4.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|

|  |  |  |  |
| --- | --- | --- | --- |
| $$δ\_{11}$$ | $$δ\_{12}$$ | … | $$δ\_{15}$$ |
| $$δ\_{21}$$ | $$δ\_{22}$$ | … | $$δ\_{25}$$ |
| … | … | … | … |
| $$δ\_{51}$$ | $$δ\_{52}$$ | … | $$δ\_{55}$$ |

 |  |  |
|  |  |  |

Figure 4 MDS mapping of distances to points

Table 1 MDS instances in SPIDAL

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Name** | **Optimization Method** | **Language** | **Parallel Implementations** | **Target Environments** |
| MDSasChisq | Levenberg–Marquardt algorithm | C# | Message passing with MPI.NET [42] and threads | Windows HPC cluster |
| Java | Message passing with OpenMPI (Java binding) and threads | Linux cluster |
| Twister DA-SMACOF | Deterministic annealing | Java | Twister [43] iterative MapReduce | Cloud / Linux cluster |
| Harp DA-SMACOF | Deterministic annealing | Java | Harp Map-Collective framework [44] | Cloud / Linux cluster |
| Spark DA-SMACOF (ongoing) | Deterministic Annealing | Java / Scala | Spark [45] | Cloud / Linux cluster |
| MPI DA-SMACOF (ongoing) | Deterministic Annealing | Java | Message passing with OpenMPI (Java binding) [46] and threads | Linux cluster |

|  |  |  |
| --- | --- | --- |
| $$σ\left(X\right)=\sum\_{i<j\leq N}^{}w\_{ij}(d\_{ij}(X)-δ\_{ij})^{2}$$ | Equation 1

|  |
| --- |
|  |

 |

SPIDAL has a few instances of MDS Ogres given in Table 1 that minimizes Equation 1, where indices $ij$ indicate the pair of items, $w\_{ij}$ is the corresponding weight term, $δ\_{ij}$ is the distance in original space, and $d\_{ij}(X)$ is the distance in mapped space. Features of these instances include arbitrary weights, missing distances, and fixed points. Algorithmically, the entries in Figure 4 MDS mapping of distances to pointsFigure 4 MDS mapping of distances to points all into two categories – MDSasChisq uses Levenberg-Marquardt [47] to solve non-linear least squares problem in Equation 1, while others use SMACOF with deterministic annealing (DA) [48]. The latter technique finds the solution efficiently than MDSasChisq and hence the multiple parallel implementations.

**Clustering**

Table 2 Clustering instances in SPIDAL

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Name** | **Optimization Method** | **Space** | **Language** | **Parallel Implementations** | **Target Environments** |
| DA-PWC | Deterministic annealing | Metric | Java | Message passing with OpenMPI (Java binding) [46] | Linux cluster |
| DA-VS | Deterministic annealing | Vector | Java | Message passing with OpenMPI (Java binding) [46] | Linux cluster |

We ship two clustering Ogre instances (see Table 2) that use the same DA optimization technique, but applied in clustering [49] – DA pairwise clustering (DA-PWC) [50] and DA vector sponge (DA-VS) [51, 52]. The first operates on metric space taking an $NxN$ pairwise distance matrix and mapping each of the $N$ points to a cluster. This has been the workhorse in our data analyses so far (see section 4.3) and we have a hybrid implementation based on OpenMPI Java bindings and threads. We also carry a legacy C# implementation on MPI.NET and threads targeted for Windows HPC clusters.

DA-VS is a recent introduction that performs clustering of vector data, again based on the DA optimization. It is still in early production stages and we offer OpenMPI Java plus thread based implementation and a legacy C# based version similar to DAPWC.

**MDS and Clustering Use Cases**

We present a curtailed version of the architecture that we use to analyze biology sequences and other health data in Figure 5.

|  |  |  |  |
| --- | --- | --- | --- |
|

|  |  |
| --- | --- |
| Processes:P1 – Pairwise distance calculationP2 – Multi-dimensional scalingP3 – Pairwise clustering (DAPWC)P4 – Visualization | Data:D1 – Input dataD2 – Distance matrixD3 – Three dimensional coordinatesD4 – Cluster mappingD5 – Plot file |

 | P1P2P3P4 |

Figure 5 Simple pipeline of steps

D1 and P1 in Figure 5 is a data and a process pair such that P1 can compute a pairwise distance matrix for items in D1 to produce D2. The process is general from D2 onwards, where MDS makes 3D projection of items in D2 while DAPWC (P3) finds clusters from D2. The 3D projection and cluster information are combined to form the final plot D5.

Our work on biology sequences uses sequence data, usually in FASTA [53] format, and an aligner such as Smith-Waterman [2] or Needleman-Wunsch [54] for D1 and P1. P1 is pleasingly parallel in problem architecture and we provide a Java implementation on Twister [43] and a C# flavor with MPI.NET [42]. We have similar distance computation implementations for vector data, where we have experimented with a couple of similarity measures based on Euclidean distance and Pearson correlation.

MDS run over D2 is fairly straightforward compared to clustering, which usually requires multiple sub runs to get the final clustering results. The reason for this is that the number of clusters required is not known in advance and hence we run it in a hierarchical fashion. For example, we start with finding a smaller number of clusters and re-cluster them further as necessary. The decision to further breakdown a cluster is guided with the aid of the 3D plot created with current clustering results and MDS mapping. We discuss this process and verification of results in [55, 56].

We perform other tasks such as cluster center finding and 3D phylogenetic tree creation [57] beyond what is shown in Figure 5. The largest dataset we have analyzed contains a half a million unique sequences [56] and we end this discussion with a few snapshots of 3D plots in Figure 6.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| 1. 100,000 fungi sequences
 | 1. 3D phylogenetic tree
 | 1. 3D plot of vector data
 |  |

Figure 6 Sample 3D plots

**Performance Results**

MDS and clustering Ogres were originally written in C# based on MPI.NET and targeting Windows HPC systems; however, in the attempts to make SPIDAL, we decided to move with Java for reasons 1) Java is dominant in the Big Data applications, frameworks, and libraries, so we could use or integrate SPIDAL with existing Big Data technologies 2) productivity offered by Java and its ecosystem, and 3) emerging success of Java in HPC [58]. We have done initial evaluations on SPIDAL for micro-benchmarks and full application benchmarks as described below.

**Systems and Software Information**

***Computer Systems***

We used two Indiana University clusters, Madrid and Tempest, and one FutureGrid [59] cluster – India, as described below.

* **Tempest:** 32 nodes, each has 4 Intel Xeon E7450 CPUs at 2.40GHz with 6 cores, totaling 24 cores per node; 48 GB node memory and 20Gbps Infiniband (IB) network connection. It runs Windows Server 2008 R2 HPC Edition – version 6.1 (Build 7601: Service Pack 1).
* **Madrid:** 8 nodes, each has 4 AMD Opteron 8356 at 2.30GHz with 4 cores, totaling 16 cores per node; 16GB node memory and 1Gbps Ethernet network connection. It runs Red Hat Enterprise Linux Server release 6.5
* **India cluster on FutureGrid (FG):** 128 nodes, each has 2 Intel Xeon X5550 CPUs at 2.66GHz with 4 cores, totaling 8 cores per node; 24GB node memory and 20Gbps IB network connection. It runs Red Hat Enterprise Linux Server release 5.10.

***Software Packages***

We used .NET 4.0 runtime and MPI.NET 1.0.0 for C# based tests. DA-VS and DA-PWC Java versions use a novel parallel tasks library called Habanero Java (HJ) library from Rice University [60, 61], which requires Java 8.

There have been several message passing frameworks for Java [62], but due to the lack of support for Infiniband (IB) network and to other drawbacks discussed in [63], we decided to evaluate OpenMPI with its Java binding and FastMPJ, which is a pure Java implementation of mpiJava 1.2 [64] specification. OpenMPI’s Java binding [65] is an adaptation from the original mpiJava library [66]. However, OpenMPI community has recently introduced major changes to its API, and internals, especially removing MPI.OBJECT type and adding support for direct buffers in Java. These changes happened while evaluating DA-VS and DA-PWC, thus they were tested with OpenMPI Java binding in one of its original (nightly snapshot version 1.9a1r28881) and updated forms (source tree revision 30301). Some tests were carried out with even newer versions – 1.7.5, 1.8, and 1.8.1. These are referred hereafter as OMPI-nightly, OMPI-trunk, OMPI-175, OMPI-18, and OMPI-181 for simplicity.

**Micro-benchmarks**

DA-VS and DA-PWC code rely heavily on a few MPI operations – allreduce, send and receive, broadcast, and allgather. We studied their Java performance against native implementations with micro-benchmarks adapted from OSU micro-benchmarks suite [7].

|  |  |
| --- | --- |
|  |  |
| 1. Performance of allreduce operation
 | 1. Performance of send/receive operations
 |
|  |  |
| 1. Performance of broadcast operation
 | 1. Performance of allgather operation
 |
|  |  |
| 1. Performance of allreduce on IB and Ethernet
 | 1. Performance of send/receive on IB and Ethernet
 |

Figure 7 MPI micro-benchmark performance

Figure 7 (a) shows the results of allreduce benchmark for different MPI implementations with message size ranging from 4 bytes (B) to 8 megabytes (MB). These are averaged values over patterns 1x1x8, 1x2x8, and 1x4x8 where pattern format is number of concurrent tasks (CT) per process x number of processes per node x number of nodes (i.e. TxPxN).

The best performance came with C versions of OpenMPI, but interestingly OMPI-trunk Java performance overlaps on these indicating its near zero overhead. The older, OMPI-nightly Java performance is near as well, but shows more overhead than its successor. Improvement of performance for latest OpenMPI versions is due to the use of direct buffers in Java, which are allocated outside of the garbage collected memory in Java virtual machine (JVM) and can be passed on to native operations as a reference without requiring an explicit copy. MPI send and receive, broadcast, and allgather performances followed a similar pattern as seen in Figure 7 (b), (c), and (d). Also note that FastMPJ though being a pure Java implementation came close to native performance in Figure 7 (b), (c), and (d); however, it did not perform well in the allreduce benchmark.

Figure 7 (c) and (d) show MPI allreduce, and send and receive performance with and without IB. While the decrease in communication times with IB is as expected, the near identical performance of Java with native benchmark in both IB and Ethernet cases is promising for our purpose.

**DA-PWC Benchmarks**

DA-PWC is a full application benchmark done with real data with 10k, 12k, 20k, and 40k points. Performance of DA-PWC changes with factors such as data size, number of clusters to find, number of iterations, and cooling parameters, thus all of these were fixed except data size throughout tests. The OpenMPI framework used was OMPI-181 and all testing were done in FG with IB. While the intention is to show how the Java based implementations in SPIDAL performs, results for C# version of DA-PWC are also included where available since most of the tests were carried out in parallel for comparison purposes. Note, SPIDAL does not offer a FastMPJ based DA-PWC implementation due to frequent runtime errors encountered in the initial tests.

***Load Test***

This evaluates DA-PWC for varying load against a fixed parallelism. We used 32 nodes each running with 8 way parallelism totaling 256 way parallelism.

|  |  |
| --- | --- |
|  |  |
| 1. Load test performance
 | 1. Load test performance as a ratio to 10k sample
 |

Figure 8 DA-PWC load test

DA-PWC is an $O\left(N^{2}\right)$ algorithm, thus it is usually expected for the runtime to follow a square relationship – or better, not to exceed that – with the number of points. We see from Figure 8 that while Java implementation handles the load increase gracefully, the C# fails to do so and deviates to a sudden increase in running time from 20k onwards.

***Strong Scaling Tests***

Strong scaling tests are a series of runs evaluating the performance of DA-PWC for varying number of nodes against fixed loads. The graphs in Figure 9 (a) to (i) present performance, speedup, and parallel efficiency for 40k, 20k, and 12k data. We define speedup and parallel efficiency against a base case that is not serial as shown in Equation 2 and Equation 3, where $p$ is the tested parallelism, $b$ is the base parallelism, $T\_{p}$ is the time taken with $p$ parallelism, and $T\_{b}$ is the time taken for the base case. This is necessary as larger data sets such as 20k and 40k could not be run serially to finish in a meaningful time. Also, these equations reduce to the usual ones when the base case parallelism is $1$ instead of $b$.

|  |  |
| --- | --- |
|  |  |
| 1. 40k performance
 | 1. 40k speedup
 |
|  |  |
| 1. 40k parallel efficiency
 | 1. 20k performance
 |
|  |  |
| 1. 20k speedup
 | 1. 20k parallel efficiency
 |
|  |  |
| 1. 12k performance
 | 1. 12k speedup
 |
|  |

|  |  |  |
| --- | --- | --- |
| $$Speedup \left(S\_{p}\right)=\frac{T\_{p}}{T\_{b}}$$ |

|  |
| --- |
|  |

Equation 2 |
| $$ Efficiency \left(E\_{p}\right)=b\*\frac{S\_{p}}{p}$$ |

|  |
| --- |
|  |

Equation 3 |

 |
| 1. 12k parallel efficiency
 |  |

Figure 9 DA-PWC strong scaling

A scalable solution is expected to show linear speedup ideally in a strong scaling test and Figure 9 (b), (e), and (h) verify DA-PWC Java version is scalable with near linear speedups. The C# version shows scalability for the smaller 12k sample, but does not scale well in the large 40k case. Another desirable property is to have parallel efficiencies around 1.0, which too is satisfied by the Java DA-PWC as seen in Figure 9 (c), (f), and (i). Again, C# version did well for the smaller case, but not for the 40k data set.

|  |  |
| --- | --- |
|  |  |
| 1. Strong scaling speedup for all data
 | 1. Strong scaling parallel efficiency for all data
 |

Figure 10 DA-PWC strong scaling results for all data sets

Figure 10 summarizes speedups and parallel efficiencies for all datasets across parallelisms from 1 to 256. These graphs are based on a serial base case that we obtained through extrapolating running times for large data on smaller parallelisms. The intention of this is to illustrate the behavior with increasing parallelism for different data sizes. It shows that DA-PWC scales well with the increase in parallelism within the shown limits for 20k and 40k data sets. The 12k data set shows reasonable scaling within 8 and 64 way parallelisms, but not outside this range. One reason for this behavior could be due to not having enough computation workload when 12k is split across 128 or 256 processes. This could lead to spending more time in communications causing a performance degrade.
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