Parallel Clustering in a Cheminformatics Grid 

The eScience paradigm for Chemical Informatics links computational chemistry simulations, large archival databases such as PubChem and the rapidly growing volumes of data from high throughput devices. We have built an extensive suite of services supporting these capabilities http://www.chembiogrid.org/wiki/index.php/CICC_Web_Resources for scientific discovery on the interface of biology and chemistry (drug discovery).
We expect eScience to need integration of both distributed and parallel technologies with the importance of the latter enhanced by the growing deployment of multicore systems. In particular Intel has highlighted the potential importance of datamining applications as synergistic with both the data deluge and the growing power of multicore systems. A natural parallel programming model decomposes problems into services as in traditional eScience approaches and then uses optimized parallel algorithms in the services of the data mining steps. This is consistent with the split between “efficiency” and “productivity” layers in Patterson’s description of the Berkeley approach to parallel computing. We implement the productivity layer with Grid workflows or Web 2.0 mashups on services that use where needed high performance parallel algorithms developed by experts and packaged as a library of services for broad use. We analyze in detail the practically important case of clustering of chemical compounds with parallel clustering linked to services visualizing result and extracting data from NIH PubChem. We chose an improved K-Means clustering developed by Rose and Fox which has scaling parallelism and uses annealing on the resolution in the Chemical property space to avoid local minima. We also test this approach on GIS clustering based on US Census data. We use Microsoft’s Concurrency and Coordination Runtime (CCR) as it gives good performance at the MPI layer and use its coupling to a service model DSS that is a natural platform for the service productivity layer. The parallel overhead consists of Windows thread scheduling, memory bandwidth limitations and CCR synchronization overheads and totals 10-15% (speedup of 7 on an 8 core system) for realistic PubChem application with the load imbalance from scheduling being the dominant effect. 
