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1 Summary

Problem Statement

Information and communication have played increglgircritical roles in our nation’s
security. It is a mammoth task with many techndahllenges to transform a globally
system-centric environment to a net-centric oné dffers a single secure information
fabric providing end-to-end capabilities to all figiting, national security and support
users; joint, high-capacity netted operations fusdgth weapon systems; strategic,
operational, tactical and base/post/camp/stativeldewith a common operating picture;
and making tactical and functional fusion a reality

The emergence of the GiG and Net-Centric systertisoving about new opportunities
for seamless connectivity for the 2tentury warfighter. However, as the worldwide
network of the Department of Defense (DoD), the G#Gnot one global seamless
construct. It has many pieces, interconnectind wite another. Each of these often has
different stakeholders with different missions. ®sevices each have their own piece of
the GIiG, with its own name and unique vision ofwwak-centric operations. Many
operations have been done independently, in sosesday different chains of command.
The GiG is inevitably a Grid of Grids.

Sensor and collaboration technology play criticdéés in supporting war fighters and
military personnel as they engage in operationsdbald be high stress and life
threatening. While the Global Information Gridi@3 will provide the global

connectivity in the net-centric environment for théormation to get to where it's needed,
however the information will still need to be gatt, filtered, processed and converted
to knowledge to empower our warfighter to makertgbt decisions and succeed.
Moreover, it will take collaborative teamwork oretpart of a collection of

geographically distributed domain experts to predhsse vast amounts of information
to support effective decision making in this fustic NCOW-GIiG environment.

Results

A general-purpose grid building and managementesgystith a particular focus on
sensor-centric grid of grids, called the Sensort@e®rid Middleware Management
System, has been designed and implemented. TheB@ilder provides an intuitive
interface to set resource or sensor policies asasedasy deployment and management
of resources across global networks. SCGMMS isogaple as a distributed prototype
for effective and efficient support of User-Defin@gerating Picture (UDOP) and
Common Operating Picture (COP) applications. Ty #tesign objectives of
SCGMMS are its support for easy and simple systegagration interface for any third
party application and sensor developers. Duriegctiurse of SBIR, there was
substantial technology evolution in especially mti@am commercial Grid applications
These evolved from (Globus) Grids to clouds allayvemterprise data centers of 100x
current scale. This change impact Grid componergpating background data
processing and simulation as these need not rébdistd. However Sensors and their
real time interpretation are naturally distributed need traditional Grid systems. Thus
SCGMMS is not directly impacted by these shifts ead take direct advantage of cloud



systems. Further experience has simplified prosant deprecated use of some
complex Web Service technologies but we had aratiegbthis in using light weight
service architectures. In this modern terminol@@GMMS develops Sensor as a
Service that integrated with software as a seraiwkcomputing/storage as a service
builds a complete grid when implemented on the Gi@frastructure as a service.

Conclusions

The message-based SCGMMS prototype in associattbrthve sophisticated

UDOP/COP capable Impromptu collaborative sensaresliet application demonstrates
the power of the system and its robust, extensitbitecture and implementation for
providing critical situational awareness for wahfigrs and human decision-makers in the
loop. It offers a very easy to implement applicatdevelopment interface for integrating
legacy or new third-party applications with a sergrad to add crucial grid situational
awareness capability. It also provides a coneigered sensor service abstraction for
easy integration and deployment of new sensorgyaisl aesource to enhance grid
situational awareness.



2 Grid of Grids Middleware for Net-Centric Operatio  ns

In Phase | Anabas pioneered the development o6tiee of Grids architecture, and has
proven and demonstrated the feasibility of the ephdby _integratingand making
interoperableof separately developed sensor, data-mining, @GtSaachiving grids using
publish-subscribe based mediation service. Anabasldped and demonstrated in Phase
| effort not only an architecture but also devebbpseveral unique capabilities and
innovations in software for Grid of Grids that areeded in order to satisfy critical Net-
Centric Operational Warfare objectives. Thesecalittapabilities include, among others,
a network-based global clock for service-orientechigecture (SOA) without which it
will very difficult if not impossible to support éhimportant time-criticality requirement
in NCOW applications; novel methods to support amif treatment of grid and Web
Service thus enabling a powerful composition madedupport plug-and-play integration
of legacy systems and next-generation transformati®oD grids built with different
profiles; and novel methods and apparatus to stupgpesired levels of QoS within
different Communities of Interest (COIs), and tlsalsig of Web Services especially in
areas of QoS including reliable messaging. Thesgue and significant innovations and
capabilities proven in Phase | are crucial and seary technology elements in order to
fulfill both global interoperability and COl-levalpecialization/customization for DoD’s
NCOW vision.

Based on the successful feasibility study and thvelkbped Grid of Grids software
system demonstration Anabas proposed for Phas$iit #& develop a suite of Net-
Centric Collaboration Grid Middleware and Collakdgya Community Grid Builder and
User-Defined Operational Picture tools that used GirGrids architecture as a base to
prototype a complete and enhanced Net-Centric fmger Services (NCES) Core
Enterprise Service#\s anticipated, the Phase Il research and devedopeffort led to
the development of an advanced technology demdiastraf two standards-compliant
and functionally complete prototypes: A particutiEnsor-Centric Collaboration Grid
Middleware Management System (SCGMMS) with Useriieef Operational Picture
capability (UDOP) and a Community Collaborationd38uilding Tool generically
called the Grid Builder (GB).

2.1 Introduction

Information and communication have played increglgircritical roles in our nation’s
security. It is a mammoth task with many technidahllenges to transform a globally
system-centric environment to a net-centric one tfers a single secure information
fabric providing end-to-end capabilities to all figiting, national security and support
users; joint, high-capacity netted operations fusdgth weapon systems; strategic,
operational, tactical and base/post/camp/stativeldewith a common operating picture;
and making tactical and functional fusion a reality

The emergence of the Global Information Grid (Gigthin the next few years will bring
about new opportunities for seamless connectitytfie 2% century warfighter. The
GiG will encompass a sophisticated interconneatibhardware pipes, satellite links and
tactical communication links providing a vast amowh information directly to the



warfighter. Furthermore, Network Centric EnterpriServices will be a key core
capability for implementing the GiG.

However, as the worldwide network of the DepartnedriDefense (DoD), the GiG is not

one global seamless construct. It has many piegtsgconnecting with one another.

Each of these often has different stakeholders diiferent missions. The services each
have their own piece of the GiG, with its own naané unique vision of network-centric

operations. Many operations have been done indepdydin some cases by different
chains of command.

In reality, the GiG is an umbrella. For instancd® Air Force has C2 Constellation,
Navy has FORCENet and Army has LandWarNet. Eaclvicgerhas to do plan,
management and operate in a way that makes seitieirtanissions and satisfies their
unique requirements. Each of them has a sharedenbal of providing vertically
seamless, secure and interconnected environmenséos from the home stations all the
way to the warfighters within their respective seeg, and horizontally to other joint
community and coalition forces.

To achieve the GiG and NCOW vision requires amotigrothings several operational
tasks including network management, enterprise iGsvmanagement, information
staging and dissemination management be done abmsgtwork using common tactics,
techniques, and procedures. These activities festynchronized and integrated in
order to be able to provide the joint forces thditgldor better situational awareness, ad-
hoc synchronization and speed of command and action

The biggest challenge is the necessary balancehef dompeting demands for
standardization, customization and modernizationdardization is an enabler for
interoperability. However, over-standardization Idoyeopardize needed flexibilities
particularly for warfighters in theaters of opeoats. Customization acknowledges the
different nature of the services and needs of peroat different levels within the
services and across joint forces and alliancesto@usgation generally makes systems
and capabilities difficult to interoperate with eth systems at the joint level.
Modernization is a measure of staying “current” evhsuggests an architecture that could
accommodate and seamlessly integrate the latestardl commercial IT product and
service offerings that are moving fast towards isgivmany of the hard information
management problems of interest to DoD in a geriasicion.

The initial Grid of Grids technology that Anabassessfully demonstrated its feasibility
of in Phase | is a key enabler to address theeaaingdl of balancing interoperability,
customization, and modernization. The Grid of Gadald support flexible
interoperability and customization at all levelsddacilitates seamless integration of
relevant COTS offerings. The modular architecaupports related Grids with multiple
critical infrastructures and multiple natural andn¥made triggers.

Anabas’ novel idea and method of treating servaras grids uniformly using the Grids
of Grids concept is critical to the success ofgghgect. It allows a powerful composition
model that can link legacy systems and grids buiith different profiles. As
demonstrated in Phase | the Grid of Grids concEptdNCOW-type of applications are
feasible but need significant development, refinetnaad optimization to bring them to a
commercially usable state.



The Phase 2 work built upon the initial result dfaBe | work, and defined a technical
program that laid a necessary solid foundatiorstmcessful commercialization in follow
on efforts. The information formulated during Phéseill allow transfer of technology
to other Air Force and military components andi® ¢commercial market.

Our Phase 2 research and development was divideabiparts. In Part 1, general Grid
of Grids issues and the development of a Collatmra®rid Middleware and Net-Centric
Collaboration Grid Builder Tool were studied andsteyn components prototyped and
experimented. Leveraging on the results of Para I5ensor-Centric Grid of Grids
Middleware Management System (SCGMMS) and Grid d&uriltool with a particular
focus on integrating distributed sensors, robot§, @odeling and simulation tools for
earthquake crisis management, and computationthae as a service was designed,
developed and demonstrated. The adoption aneasate of Part 1 results for Sensor-
Centric Grid of Grids Middleware Management Sys8@GMMS) and the SCGMMS
Grid Builder tool are discussed in Section 3.

A preview of integrating QuakeSim, a sample EarékguGrid of Grids application for
earth science modeling and simulation, with SCGMMBustrated in Figure 2-1:
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The rest of Section 2 is organized to reflect tl&DRactivities that were undertaken to
generalize and prototype Grid of Grids technology future commercialization. In
Section 2.2, we discuss a high-performance, corkabmyation service for the
collaboration grid middleware called hybrid shadigplay. In Section 2.3, the initial
design and prototyping of our Net-Centric Collathara Grid Builder Tool (GB) is
discussed. Grid Builder support for EarthquakeG8drvoGrid, workflow editor and
grid resource viewer design are covered in Se@idn In Secction 2.5, we discuss the
design of user-assisted interface for Grid Builded the initial design of a grid service
management architecture. We summarize the geratialh and prototyping Grid of
Grids technology in Section 2.6 as a foundationHart 2 — the Sensor-Centric Grid of
Grids Middleware Management System and SGCMMS Buitter.

2.2 Hybrid Shared Display (HSD) Collaborative Servi  ce

Anabas had an invention called HSD — Hybrid Sh&rsplay - that could significantly
improvement a key collaborative service based orLXMssaging for interactive, multi-
point, multimedia sharing. HSD was designed taeskl performance and bandwidth
utilization issues in most synchronous, interacsikiaring of large volume of streaming
data in a net-centric environment.

For HSD to work, the algorithm needs to determinatelligently classify regions on

the framework into fast or slow changing groupggi@n finding, even when limited to
parallel rectangular areas, is a typical ill-posethputer vision problem. Experience with
such problems suggests that we try various compitaneapproaches in parallel and we
make the final decision by fusing all availableoimhation.

We include here a brief non-exhaustive overviewasfous image compression
algorithms relevant for the discussion in this repo

2.2.1 Lossless Compression
There are various compression algorithms thataasldss. We reviewed several popular
ones here for background information.

2.2.1.1 Entropy Coding

Entropy Coding is based on statistical / informatilbeory considerations and it tries to
find the optimal codes that saturate Shannon thieounds. The first such algorithm was
developed in ‘50s by Shannon and Fano (called Sivafano) and soon after slightly
improved by Huffman in '52 — now this class of aigfoms is known under the name of
Huffman codes.

2.2.1.2 Huffman Coding

Huffman algorithm assigns codes to symbols is siscivay that more frequent symbols
have shorter codes and each code can be uniquaddeld The algorithm is based on
Huffman tree which is a binary tree with symboldess/es, constructed based on the
symbol frequency values. The tree constructiomfeymbol alphabet starts with a set of
n one-node trees and terminates with a singleineding all symbols. At each step,
two trees with lowest frequency values are remduea the tree set, merged as a single




tree with the root frequency given as a sum of treguencies, and appended back to the
tree set. This process continues until n treesesheced to one single tree with all
symbols as leaves. Codes are built as binaryanideesses of the corresponding symbols
(0 to move left, 1 to move right). Decoding amouwtsraversing the tree until the leave
indicated by the address is reached.

2.2.1.3 Shannon-Fano

Shannon-Fano is similar to Huffman but it conssube tree in the top-down fashion
using frequency weighted recursive bisection.

2.2.1.4 Dictionary-based Coding

Dictionary-based codecs replace (longer) pattgghsages, words, groups of bytes) by
(shorter) references to previous occurrences @ktpatterns in the source. Hence, the
source acts itself as a dictionary / lookup taBkeveral popular compression algorithms
such as zip or gif belong to this category.

2215 LZ77

The first dictionary-based codec was constructet®in7 by Lempel and Ziv, and is now
known as LZ77 algorithm. LZ77 encoder uses twaorgfjdvindows: a) search buffer that
contains a portion of the recently encoded sequeand b) look-ahead buffer that
contains the next portion of the sequence to bedastw Encoder moves the pointer
through the search buffer, selects the longestmattcodes it as <offset, length, next>
tuple where next is the first symbol in the looleall buffer after the sequence. If no
match was found, the symbol s is encoded as <0,Dsecoding is based on lookup that
uses the already decoded sequence as a diction&ry. has known problems with
window size uncertainty and codec efficiency angeéms to be now only of historical
relevance as the first step towards a family ofenpowerful algorithms such as LZ78
and LZW.

2.2.16 LZ78

Follow-on algorithm by the same authors that dagsuse sliding window for the search
buffer but instead it builds on-the-fly a dictiogasf phrases encountered in the scanning
process. There are no size limits for the searéfetband the codec is more efficient (no
need to specify sequence length).

2.2.1.7 LWZ

Most recent instance in the LZ series by Terry We82. The dictionary starts with 256
single character entries. The encoder keeps aduénwg string entries while reading
symbols. Decoder reconstructs the dictionary whidading the codes and uses it as
lookup for decoding. A version of LZW is patentediaised in GIF.

2.2.1.8 Lossless Predictive Coding

Predictive coding includes predictor that estimaitescode for the next symbol based on
the code for the current symbol and corrector tdahtulates an error of such estimate.
The goal is to represent the error as a shortee ¢bdn the symbol itself. A simple



example is to predict the value of the next pixebé the same as the current pixel in the
scan line, or as an average over neighbor pixelegl

2.2.2 Lossy Compression
We reviewed three popular lossy compression alyosthere.

2.2.2.1 Lossy Predictive Coding

Lossy Predictive Coding uses a similar predictaréior approach as the lossless
version but it also includes error quantizatiort foeces errors to be represented as
shorter codes but it might introduce informatiosdo

2.2.2.2 Transform Coding

Transform Coding performs a transform of the omadjicode to another coordinate frame
/ space where some lossy compression such as fivedioding can be more efficient
than in the original frame/space. Typical examplgiven by Discrete Cosine Transform
(DCT) used by JPEG and MPEG. Other examples &élHand H.263.

2.2.2.3 Wavelet Coding

Wavelet Coding is similar to Transform Coding budrexcomplex due to additional
transformational degrees of freedom such as schlimgions. Wavelet compression
follows similar steps as DCT algorithms — it is m@omputationally intense but also
more scalable (can be stopped at any resolutibis) often more efficient for low bit
rates as it produces less objectionable (more dhadifacts then DCT.

2.2.3 Implementation Choices
We identified four region-finding techniques forveéoping the XML message-based
HSD sharedlet. They are

Region Growing — scan blocks after fast or slovgsification and grow regions based on
some proximity rules. At the end of the scannihgst boundingrectangles are to be
passed to the lossy encoder of choice.

Edge Detection and Grouping — perform Hough Tramsfo X and Y direction when
scanning in X and Y direction.

Method of Moments - Consider a distribution that i#®r F blocks and 0 for S blocks.
Compute first and second moments i.e. average/medhd dispersion/variance in both X
and Y directions.

Monitoring Windows Event — if the fast changingimyis due to streaming video, it
may be possible to track the windows event causiaghanges and determine a
bounding rectangle that way.

2.2.4 Initial HSD Prototype

We constructed a region finding algorithm basedn@thod of moments. The current
prototype implementation is free of any parameteital test results are discussed.



The following screendumps illustrate the visual@atool (vis tool) for the moments
based region finding algorithm. As always, Host#@reer Shared Display (SD) is in the
bottom right cornet, client SD is in the top leftreer, and the vis tool is in the bottom
left corner.

The vis tool displays in real-time i.e. in parallgth the based SD operation, the effective
variance image. The vis screen is updated twieeargl and the bounding rect angle is
computed for each update. The coordinates of stellarectangles (computed within the
last 5 seconds) are displayed in the console wingglaw the variance image.

In Figs 1-3, the last (current) rectangle conseddiy the algorithm is also displayed in
red on top of the variance image in the vis toble Tollowing four screendumps (Figs 4-
7) display all 10 rectangles, constructed by tige@thm within the last 5 seconds. This
way, one can observe the time variance of the videtangle, constructed using the
method of moments. Some initial observations ferous video domains are included in
the figure captions below.
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Figure 2-2 A typical variance pattern, observed for ‘talking head’ video segments.



The background used in Figure 2-2 is typicallyistand the leading time variance is
generated by small facial changes and body movemkntonsequence, the bounding
rectangle is off its real video value and oftenetegs on the speaker position (the error is
higher if the speaker is not in the center). Aaisee are getting some non-zero
background variance pattern scattered over theendwken.

The effectiveness of the algorithm to detect a¢asinging region is illustrated in Figure
2-3 for a video sequencec with rapid panning arahiong operations. Because of the
drawing pattern, the background noise is reducas manifested by large patches of
black (motion that is undetected as the pixel isitgns constant). However, rapid zoom
generates enough variance and the detected reetarggiain reasonable.
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Figure 2-3 Region dectection on a typical video zating and panning sequence.

For comparison purposes, the same algorithm isexpf@ another video panning
sequence illustrated in Figure 2-4. This sequéaseenough variance across the whole
image and the method of moments generations a lpbetidlt than in the previous two
cases.
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Figure 2-4 Region detection on another typical vide panning sequence.

2.2.5 Integrated Hybrid Shared Display in Imprompt  u Collaboration

We built an HSD sharedlet that integrates lossylassless compression for synchronous
collaboration of some typical Web pages or appheet with video or animation. This
type of pages put a lot of stress on the netwodkpm@rformance when lossless codec is
applied on them. The HSD sharedlet uses H.26its¢ossy codec. H.261 is a high-
performance codec normally used in video conferanciAn example of the fully
integrated prototype of HSD sharedlet as one of¢hktime collaboration capabilities in
an Impromptu client is illustrated in Figure 2-5.
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Figure 2-5 Fast changing region detection in an Impmptu client.

The video portion of the shared Web page was codeld261. Using normal lossless
codec on fast changing region will stress bothcttraputation and network utilization.
Using HSD in this case, not only can the fast changegion be shared at video frame
rate, the static region which is much smaller tthenwhole shared Web page can be
shared by the higher quality, lossless codec. Btwstress is now also under controlled
due to the use of more sophisticated and a higimapression ratio algorithm in H.261.

2.3 Net-Centric Collaboration Grid Builder Tool (NC  CGBT)

The goal here is to design and implement a totdduitate users to build grids f
rom existing libraries of services and grids, inithg the features below:

Dynamic resource assignment and management
Real time requirement

Extending an existing BPEL workflow engine
Template Grids

Customizable portal/dashboard

Specifying contexts

2.3.1 Design Requirements

* A Grid Builder is used by the administrator to pssen resources for the services
and link to the workflow. Appropriate portlets areeded for end users to view

12



available services and resources. The portal shHmittiynamically customized to
current requirements.

» Grid Builder deals with existing capabilities argb@mbles into an operational
grid by assigning grids/services to resources wdeleloping new algorithms or
significant new data is not considered.

» Grid Builder has libraries of grids/services anahpéate grids corresponding to
certain scenarios. It can instantiate copies optata grids corresponding to
existing differently deployed grids.

* Grid Builder can link Grids (in Grid of Grids modgenerating mediation
infrastructure. It includes a dynamically assemiég@ut of interoperating
portlets and effectively determines the portletd kyouts. Appropriate views
will be provided for end users. The mediation isfracture can include Quality
of Service and fault tolerance support.

2.3.2 Template Grids

» The Grid Builder can instantiate template gridsrigknto account scale of events
and currently available resources. Each templatecgrresponds to an
anticipated scenario. It can copy (with perhapsimmnges except to host
machines) a Grid from one deployment to anothemfan IU earthquake
deployment to an Anabas deployment. It can genénateeeded management
(fault tolerance, monitoring, and firewall strategji.
There are different levels of abstraction for templgrids. Some well-defined
template grids can be quickly instantiated by laymsers to handle emergencies.
Expert users may choose a more generic templatehieve more flexibility.
The library of template grids can be organized dhfterent categories, which are
indexed by their themes. For example, a categatly the theme of disaster
rescue may include template grids for earthquakasicanes, etc. Thus, the user
can select the correct template grid for the cursgnation more conveniently.
There should be alternative template grids sottiee are backups in case that
the previously selected template grid cannot opesatcessfully.
A template grid may be a grid of grids. It can benposed by multiple template
grids in a hierarchical structure.
Possible attributes of a template grid and thdwesare listed in the following
table:
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Attributes

Possible Values

Application Services
Service Type

GIS, Sensor, Filter, etc

System Services

Security, Management, Registry, et

)

Operating System

Windows, Linux, Solaris, etc

AP

Server container IS,

Apache, etc

Context Firewalls, Running environment, SOA
types, NATSs, etc

Database JDBC,
Oracle,
MS SQL, etc

Client Portal, Matrix, Anabas, Dashboard, e

IC

Figure 2-6 A sample template grid design

2.3.3 Challenging Issues in Design of NCCGBT

NCCGBT required several challenging issues lis&ldw to be addressed

Customization of Ul

©CoNoOA~WDNE

Representation of a template grid

How to determine attributes that a template grieldseto include?
How to represent the workflow in a template grid?

How to manipulate a template grid?

How to deploy the established grid?

How to validate the prototype of Grid Builder?
How to nest Grid Builder in Matrix?

How to support collaboration in Grid Builder?

Future work should include emerging technologigeemlly those from the rapidly

evolving cloud arena. We recommend building in supfor the new open source cloud
environment Eucalyptus mimicking Amazon and Goaglerfaces. One should support
MapReduce workflow and the powerful database dadfistem abstractions supported

in clouds.
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2.3.4 Inteface Design for Net-Centric Collaboratio __n Grid Builder Tool
Eclipse was used as the development environmemlug-in architecture allows easier

extension for rapid prototyping. We chose to ekpent with Web Services Business
Process Execution Language for use in NCCGBT. Aeswihot of a BPEL designer, a

plug-in that will be extended to construct a tertgigrid is shown below.

< Java - purchaseOrderProcess - Eclipse SDK

RE x|

= =

N Package Explorer &2 _‘_H\erarchy =]

R ¥

15
=iz org.edlipse.bpel examples.orderprocessing [c
S{. OASIS5ampleProcess bpel 1.1 (ASCIT Kk,

¥} oasIssampleProcess.wsdl 1.1 (ASCIT-Hk)
¥ purchase.xsd 1.1 (ASCI kkv)
Iz org.edipse.bpel. examples. simple [dev.edipse|

1% I | | ¥
2% outlne 22 | 58 :E =0
Interface Partners
[ Reference Partners
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=% Sequence
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[#+/E Flow
- Reply
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w
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i Fick
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15 Thraw
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e .
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e Nt
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Figure 2-7 An Eclipse-based Grid Builder Tool Layot Design
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The architecture for monitoring currently availabdésources (e.g., machines, service
instances, sensors, etc.) and their status isriliesl here:

Input Story

Template |
Gids [~777
: 1 Constraints

‘ Requirements
e > Service View

Workflow:
View
Operational|Grid

Figure 2-8 Resource management architecture in Griduilder

To sum up,

1. Grid Builder handles real time situation corresgngdo scheduling systems.

2. Grid Builder focuses on resources/services manageame provision to facilitate
workflow while the execution of workflow is not cered.

3. Use Eclipse BPEL to develop the initial Grid Buildeol that connects to
workflow.

4. Predefined Grid templates that specify certain ireguents need to be included to

customize resource assignments of services arubtte/dashboard.

Integrate Grid Builder with Matrix (as sub-grids).

Support of adaptive workflow to handle dynamic &itons (e.g., failures, changes,

etc).

oo

2.4 NCCGBT with Earthquake Grid and ServoGrid Suppo  rt
2.4.1 Refined Grid Builder Design and Initial Eart _hquake Grid Template

The Grid Builder tool is being spirally implementadd is being initially experimented
with Earthquake Grid. We have
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» Extended the EMF model that represents the WS-BP&Ispecification by
including additional information to model a temglafrid. The model
specification is described in XML.

» Sample Earthquake Grid template - Below providemgial example of a
template for the Earthquake Grid (the specificatifor sub grids such as GIS
Grid, Sensor Grid are described in the same wagparate templates):

<Grid name="Earthquake"
targetNamespace="http://cgl.com/ws/earthquakegrid"
xmins="http://schemas.xmlsoap.org/ws/earthquakegss/"
xmins:Ins="http://manufacturing.org/wsdl/earthquake

<services>

<applications_services> name="GISGrid"
targetNamespace="http://acme.com/ws-bp/gisgrid"
myRole="GISInfo"/>

<application_services> name="SensorGrid"
targetNamespace="http://cgl.com/ws /sensorgrid"
myRole="SensorInfo"/>

<system_services> name="Security"
targetNamespace="http://acme.com/ws-bp/security"
myRole="SSH"/>

<system_services> name="Registry"
targetNamespace="http://acme.com/ws-bp/registry"
myRole="UDDI"/>

<system_services> name="Management"
targetNamespace="http://acme.com/ws-bp/management"
myRole="QoS"/>

</services>

<variables>

<variable name="0S" Type="Linux"/>
<variable name="Container" Type="tomcat"/>
<variable name="Message" Type="SOAP"/>
<variable name="Database" Type="ODBC"/>
<variable name="Client" Type="Matrix"/>
</variables>

<contexts>

<firewalls Type="" Status = "on"/>
<nats type ="" Status = "enabled"
<message type="SOAP"/>
</contexts>
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<bpel_workflow>

<faultHandlers>

<catch faultName="Ins:cannotComplete"
faultvVariable="Fault">

<reply partnerLink="administrator"
portType="Ins:fault"
operation="sendError"
variable="POFault"
faultName="cannotComplet"/>
</catch>

</faultHandlers>

<sequence>

<receive partnerLink="GIS"
portType="Ins:Filter1"
operation="CheckGISInfo"
variable="PO">

</receive>

<links>

<link name="switch_to_Sensor"/>
</links>

<assign name="Sensor_Info">
</assign>

<invoke partnerLink="switching"
operation = "submitJob"

</invoke>

<receive partnerLink="switching"
portType="Ins:earthquakeinfo"
operation="send_location_of_earthquakes"
variable="filter">

</receive>

</sequence>

<bpel_workflow>
</Grid>



An NCCGBT prototype based on the open source EcH3ELDesigner:

» Extends the current BPEL model by adding an elemanted “Header”, which
includes attributes of a template grid such as,t@)f& category, resources, etc.

* Registers 8PELHeaderSerializeandBPELHeaderDeserializefor the
ExtensibilityElemenitiead inBPELExtensionRegistry.

* Modifies the EMF ecore modbpel.ecoredo include the new element and
generate necessary model code for it. The new hwdewed as below:

& Plug-in Development - bpel.ecore - Eclipse SDK

File Edit Mavigate Sesrch Project Run Sample Ecors Editor  ‘window Help

G %04 BE G- Bims! R RO
[% Package Explorer 52 P\uq'ms: = :Q:GEF Flow Example | 1] CarrelationPatter. .. | &) bpel.genmodel Py i
< B <§> = || & @ platfarm: fresource/test1 fsreforg. eclipse. bpel. modelisrcimodelibpel ecare

= 8 model
- [ Process -» ExtensibleElement,
= H Head -» ExtensiblsElement
-z GenModel
.2 type: EString
O 05 : EString
L database : EString
- & client : EString

B [ ora.eclipse.bpel. common. model 6:
(= org.eclipse.bpel.comman i

arg.eclipse bpel.madel

(2 META-INF

3 i model

- ] bpel.ecore
- %) bpel.germadel =

- &) messageproparties stare i [T Mool 250 =

[f2| messageproperties.genmodel ] =+ fault¥ariable ; Yarisble
L #] partnerinkbype £core #- B Partnerlink -» ExtensibleElement

1 partnerlinktype, genmodel #- | FaultHandler - ExtensibleElement
-G org H Activity > ExtensibleElement
B & edinse [H Carrelationset -» ExtensiblsElement
H nwoke -» Partneractivity
H Link - ExtensibleElement
[l Catch - ExtensibleElement:
Q Reply - Partnerctivity, Activity
- H PartnerActivity - Activity
7 Q Receive - PartnerActivity
H Exit -» Activity
H Throw -3 Activity
H wait -> Activiey
E Empty - Activity
H Sequence-» Activicy
E switch -> Activity
#- [ Case - ExtensibleElement
H & While -> Activity
Ecore | Problems

== model
(2 extensions

T

&)

&

(- messageproperties
i [ partnerlinktype

B

o BB

& oo

@ Activity java
3] Assign.java
- [4] BooleanExpression.java
i Ml BPELFactory java

3

Figure 2-9 An NCCGBT supported EMF model view of BIEL-extended elements
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A design for the development of a GEF-based editat, provides a graphical means to
create or edit a template grid base the EcclipgelB&litor (SEDNA), is shown below in

Figure 2-10
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Figure 2-10 A GEF-based editor for Grid Builder

Looking into managing Grid and Web services withssaging middleware and
examining the possibility of integrating the managat system into NCCGBT, the
management architecture should include:

Bootstrap system
Registry for metadata
Messaging Nodes
Manager

Managees (resources)
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The grid templates may be sgtored in the registgnfthe library so that a manager can
extract a copy and instantiate it automaticallyséteces will be allocated to grid services
by the manager. A workflow engine (ActiveBPEL) wikk responsible for deploying and
managing the workflow defined in the grid. In thigmy, the reliance on humon

assistance in establishing grids is greatly reduced

2.4.2 Support for ServoGrid/QuakeSim and Earthquak e Grid Workflow

The Solid Earth Research Virtual Observatory G8dryoGrid) is a system with grid
services and portals to support earthquake sciefitecdevelopment of
ServoGrid/QuakeSim is a collaborative effort amoegparchers in JPL, UC-Davis, USC,
Brown and Indiana University.

“QuakeSim is a project to develop a solid Earrilersce framework for modeling and
understanding of earthquake tectonic processesmilittescale nature of earthquakes
requires integrating many data types and moddigliyosimulate and understand the

earthquake procesditfp://quakesim.jpl.nasa.oxrg

Basically, The QuakeSim (Earthquake Grid) portaludes a number of portlets and
services:

» Portlets
o RDAHMM-portlet (Regularized Deterministic Hiddel Mav Model)
0 STFILTER-portlet (time series filter portlet)
o StationMonitor-portlet
o Gridsphere
0 RealTimeRDAHMM-portlet

» Execution Services
0 Analyze TseriService

AntVisco (GeoFest, etc.)

GnuplotService

RDAHMMService

STFilterService

O O oo
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The updated design of NCCGBT to support ServoGudk@Sim workflow process and
its mapping to execution services are illustrateld\:

Interactive graphical :
2 | tools/scripts |
- : 1
. & | Refinement programs § § ‘ AnalyzeTseriService ‘
| (optional) | | l
l ‘ AntVisco ‘
| GeoFEST | § |
,,,,,,,,,,,,,,,,,,,,,,,,,,, l ‘ GnuplotService ‘
Taking the surface l
data and plots uplift § ‘ RDAHMMService ‘
g | Parallel rendering § ‘ STFilterService ‘
L |tools 1 i
¢ l : Servo Grid
‘ Rendering on PC

Figure 2-11 An updated design for Grid Builder to sipport ServoGrid/Quakesim
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Also, a screenshot of an enhanced BPEL editor fat kuilding in NCCGBT by
implementing an extension of the graphical BPEltaxdwvith a new interface is show as

below inFigure 2-12 (there is a new category named “attributes” onléftecolumn to
describe features of the template grid):

& Java template - Eclipse SDK f

File Edit Mavigate Search Project Run Sindow Help

s G B0 EwEs @ Bl @ s 5 |8 2ava |
e ®BNH | O Srestt = (32 outine 2 | =z
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= <f’-() Ed Marquee Tool [ FInterface Partners &2 % || - ‘f Eaf.aj;jnce FHEL
8 =: it L@ Wariables
= 1 test L Attrbutes. # - - AL = B Reference Partriets 9 # B
£ template.bpel A s | = HiddenSequence. |

S S i 4 @ varisbles &1 5% || ® % HdderSequence
+ & teskl,bpel =
o E Container (B Correlation Sets % %
|5 testl.bpelex EMessage
1%} testlwsd] BE Database
Client

[ Actions E A

= Sequence ‘
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e

& Invoke 0 )
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Figure 2-12 An enhanced BPEL editor for Grid Builde

A major modification was instrumented in the clasg.eclipse.bpel.ui.BPELEditor

private voi d createBPELPaletteEntries(PaletteContainer

palette) {

PaletteCategory headerCategory = new
PaletteCategory( "Attributes” );

headerCategory.add( new

MyPaletteltem(  "OS", "Operation System"

provider.getFactoryFor(bpelPackage.getEmpty()),BPE LUIP
lugin. get Pl ugi n().getimageDescriptor( "obj16/0s.gif" ),BPELUI
Plugin. get Pl ugi n().getimageDescriptor( "obj20/0s.png"” ));
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headerCategory.add( new
MyPaletteltem(  "Container" , "Service Container" ,

provider.getFactoryFor(bpelPackage.getinvoke()),BP ELUI
Plugin. get Pl ugi n().getimageDescriptor( "obj16/container.gif"
),BPELUIPIlugin. get Pl ugi n().getimageDescriptor( "obj20/contai

ner.png" )));

headerCategory.add( new
MyPaletteltem(  "Message" , "Message Format"

provider.getFactoryFor(bpelPackage.getinvoke()),BP ELUI
Plugin. get Pl ugi n().getimageDescriptor( "obj16/communication.
gif" ),BPELUIPIlugin. get Pl ugi n().getimageDescriptor( "obj20/co
mmunication.png”  )));
headerCategory.add( new
MyPaletteltem(  "Database" , "Database" ,
provider.getFactoryFor(bpelPackage.getinvoke()),BP ELUI
Plugin. get Pl ugi n().getimageDescriptor( "objl6/database.qgif" )
,BPELUIPIugin.  get Pl ugi n().getimageDescriptor( "obj20/databas
e.png” )));
headerCategory.add( new
MyPaletteltem(  "Client" , "Client Name"
provider.getFactoryFor(bpelPackage.getinvoke()),BP ELUI
Plugin. get Pl ugi n().getimageDescriptor( "obj16/client.gif" ),B
PELUIPIugin. get Pl ugi n().getimageDescriptor( "obj20/client.pn
g")));
palette.add(headerCategory);
}
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Another enhancement to NCCGBT is the implementaticem intuitive user-interfacce
for viewing available grid resources (Figure 2-IR)e purpose of the resource view is to
enable users to view current status of availaldeurces so that they can select the right
resources to satify the requirement of the workflovan easy to comprehend and
efficient manner.

& Java - Eclipse SDK
File Edit Source Refactor Mavigate Search Project Modeling Run Window  Help

4 B+l ExH & K& 06 i+ [ | 8 dava |
o -2 I R EBE G- 8 Mg g @
£ Parkage Explorer X WGy o] e & 0
e — = = : =
- = Problems | Javadoc | Declaration g Grids &5 ()
Twpe MNarne Locakion
Server gecfestl Bloomington, I
Sever geofest3 San Francisco, C8
Clienk geofest? Eloomington, IN
‘“WorkStation geofests Haongkong
Client: gecfestd Beijing, China

Figure 2-13 An enhanced, distributed resources vieng interface for Grid Builder

2.5 Grid Services Management Architecture and Syste  m

Characteristics of today’s Grid includes but notited to increasing complexity,
components widely dispersed and disparate in nanoleaccess, and with dynamic
component failure scenarios such as nodes, netpoykesses. Grid services must meet
general QoS and life-cycle features, and need todrgaged to provide dynamic
monitoring and recovery, and static configuratiod aomposition of systems from
subsystems.

* We investigated Grid Services Management architecnd system. Core
features of management architecture should suppodte management, firewall
and NAT traversal, extensibility, scalable, andtfénlerance.

* We installed and experimented with HPSearch 14).4fid Services
Management.

* We implemented a new Eclipse plug-in with the mamaent system code base to
keep future development in a consistency along ®iild Builder software.

* We implemented a grid service wrapper so thateéseurce manager can deploy
and manage a resource seamlessly.
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A high-level grid service management architectorelie management system is
illustrated here:

Management Architecture

Caonnect to
...... -1 ormaore Connectsto a messaging node
ravaas Freial messaging nodes for receving management
! Mariaiget ‘E"‘ i -.\ related messages
o
i
| p—— Service Resource to
parintio g o Adapter hanage
£ .‘J--,-‘
........ l
& i
-
; | Ahays Fesource to
"""""""" I maintained Manzage
| RUNNING

CrestedIFF | £ Hooteian ™

required

# Bootstrap
Service

o -t

N

Polls Registry for Systerm Health _Criitsrd akfter Resource ta
UHMAHAGED  OR Check Manager fi uhrrﬂts MWanage
previously URREACHAELE
Service Adapter endpoints Zubmit
MWanagement— _ ks
& Tagks Service Specific interface
Possibly present behind
firewall £ AT
Service based Registry 15

[rmplictly Fault-tolerant

Figure 2-14 A distributed grid service management i@hitecture

The management system was tested on both standaidraistributed nodes setting.

» For standalone (a single node) setting, all sesvsteh as fork, bookstrap,
brokeradapter were running on the same machine.

» For distributed nodes, the broker nodes were righaimseparate machines and
can be managed remotely.

» For distributed nodes setting, we tested succég$tul NAT traversal capability
to manage remote broker nodes.

» Currently, the management system was implementetidmaging message
nodes (i.e., message brokers) only.

* The service wrapper code was tested successfulyaxsimulated web service.

The management system was designed specificalipdmaging message nodes, and the

interface is closely related to features of thesage brokers. Application-specific
functions such asopology Generatomay not be applied to other types of resources.
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Key functions of the management system include:

» Configuration and lifecycle operations
* Global view of all accessible resources includimgjit links
* Resource status monitor (e.g., tracking logs)
» System status maintenance (recovery, fault tolexagtc.)
» Resource-specific features

0 Input and output interfaces

0 Unique functionalities

The integration of the management system and NCC@&Jimplemented in an
Eclipse-based environment by

» Extending the bootstrapping process to set up adatd catalog for handling
different types of resources
* Predictable input and output interfaces were ddfinemetadata
» Two schemas for each resource type
o0 Essential information
o0 Non-essential information (e.g., additional infotiogn)
» Metadata specifices both generic and non-geneaiarfes of a resource instance

A high-level architecture view for the managemeystem as follows:

27



The Architecture at High Level
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Figure 2-15 A high-level Grid Builder architecture

In the high-level design for the Grid Builder (NCBG), we include a metadata catalog
that the management component could query an@évetmetadata from. The
management component could output to interfacesdecific resources, and could be
discovered by a Grid Middleware, which links tolggdly distributed resources and
services. The management component could alstvesiogut from the Grid
Middleware.
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lllustrated below is the Bootstrap Interface of thenagement system:

Bootstrap Interface
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Figure 2-16 A bootstrap service interface for the @d services management system

The main objective of the bootstrap service int&ftor this version of the management
system is to enable easy administrative operatiahsicover accessible message broker
nodes and view the properties of each node.
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A management interface for management Narada Brakeressaging fabric is
illustrated inFigure 2-17.

Management Interface
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Figure 2-17 A management interface for managing a &ada Brokering fabric

Further, we completed the installation and testhQuakeSim2 in an isolated LAN,
which consisted of two nodes successfully. We

* Installed services including RDAHMM, GEOFEST, STFER on one node.
» Installed the offline Google Map server on the otiede and configured
WMSConnecction servlet to download and store magges.

2.6 Summary — Generalizing and Prototyping Extended Grid of
Grids Technology
2.6.1 Problem Statement

* Information and communication have played increglgircritical roles in our
nation’s security

* The Global Information Grid (GiG) is not one glolsalamless construct
o Different pieces have different stakeholders wiffedent missions
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o Each has own name and unique vision of net-ceope&cations
0 Many operations have been done independently

 Unable to satisfy interoperability, scalability, dansecurity information
nmanagement requirements for Net-Centric Operatiti®ut an advanced grid-
based scalable service-oriented framework

2.6.2 Challenges

» Operational tasks (network management, enterprisezicRS management,
information staging, and dissemination managemeegd to be done across the
network using common tactics, techniques and pruoesd

» The necessary balance of the competing demands standardization,
customization and modernization is the biggestlehge

* To integrate global grid technology with collabawat technology to provide a
framework for net-centric operations to examine addrive warfighter
requirements on the GiG

2.6.3 General Goals

» Build Net-Centric Core Enterprise Services in fashtompatible with GGF/OGF
and industry

* Add key additional services including those forses and GIS

* Support System of Systems by federating Grid ofd&risupporting a
heterogenous software production model allowing Rpé&ater sustainability and
chcoice of vendors

» Build tools to allow easy construction of Grid ofi

2.6.4 Research Objectives
» Develop Net-centic Collaboration Grid MiddlewareGQEGCM)

» Develop components for Grid of Grids capability
» Develop a Net-centric Collaboration Gird BuilderoT@NCCGBT)
* Prototype commercialization potential for DoD

» Demonstrate non-DoD related commercialization ptigen

2.6.5 Research Methodology

* Our solution builds upon existing technology anftastructure currently being
developed across the grid and web services comiasinit

* The major innovation is a systematic mapping betWd€OW Core Enterprise
Services and Grid and Web Services Architectures
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2.6.6 Research Approach

* Analyze Net-Centric Operations and Warfare (NCOWfyviEe specifications and
relate core enterprise services in Net-Centric fpnige Services (NCES) to core
OGF and Web Services (WS-*) standards

Develop the Grid of Grids architecture and inforim@atmanagement middleware
to address federation of legacy and new DoD erngsmmystems with service-
oriented mediation between component collaboratsemsor, information and
cocmputing grids

Develop prototype for NCES capabilities (Collabmat Messaging,
Management, Security/Information Assurance, DiscpveMediation, User
Assistance, Storage, Applications) with advancc&xid and Web Service
standards support

Develop static and dynamic Net-Centric CollaboratiGrid Builder Tool
compatible with Web service workflow standards

Demonstrate for Earthquake science and DoD apjaitsat

2.6.7 Research Tasks
The R&D effort is divided into five major tasks:
1. Implementation of Collaboration Grid Middleware

2. Enhanced NCOW Core Enterprise Services (NCES) \Eitlterprise Control
services and Metadata services

3. Design and implement of Grid of Grids mediation oaitpms and NCOW
services

4. Design and implement of Net-Centric Collaboratiamd@uilder Tool
5. Technology Demo

2.6.8 Part 1 Implementation Status
» Grid Builder tool, which is compatible with Web gige workflow standards

o Grid template
o BPEL workflow designer
0 Resource Viewer
* Management System
o Discover messaging nodes
0 Status monitor
0 System status maintenance (recovery, fault-toleraeic.)

* Template Grids designed for ServoGrid/QuakeSim rogl@and simulations
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* Integration of the Management System and Grid Build

2.6.9 CTS 2007 Demonstration

We have developed an extensible framework for magagsources (services included).
We used BPEL to represent workflows and demons&r&PEL workflow designer. A
workflow engine could be integrated for executingrkilows. The management system
can provide useful information such as load balanduring deployment.

We demonstrated using ServoGrid/QuakeSim. The gaatte Grid is an example of a
“Grid of Grids”.

It is a represntative Web Service Grid applicatidrich includes
» Web services: provide access to data and codes
» Portlet: acts as an aggregation of client integace

* We can build web services from sketch or use tisk by others (e.g. legacy
services)

« Data can be retrieved from archives or from raaktfilters

QuakeSim2 provides services such as:

0 AnalyzeTseri Service
AntVisco Service
Gnuplot Service
RDAHMM Service
STFilter Service

o O O O

o

The prototype system givevs an overview of thehegidke grid and allows the user to
select services/grids based on situation assessment

A view of the QuakeSim2 portal with multiple pot#eand services is show below:
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QuakeSim2 Demo
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Figure 2-18 An illustration of the QuakeSim2 portalinterface

2.6.10 The Implication of The Demostration

The end user, who serves as the adminstrator,atact @ grid template based on
the cucrrent situation assessed

The extended workflow designer enables the useediv the template and
resource requirement

The selcted grid will be deployed on available teses
The management system keeps monitoring resountes sta
The user can access services through portals vainecbustomizable

Distributed, different services/grids are federaded interoperable in a seamless
way

The R&D results of Part 1 — Generalizing and pngiotg extended Grid of Grid
technology offers a solid foundation for the foll@n work to design and develop a
Sensor-Centric Grid of Grids Middleware Managem8gstem and SCGMMS Grid
Builder.
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3 Sensor-Centric Grid of Grids

Increased use of sensors in commercial and milgaxyronments is being driven by the
need for better intelligence data and by advancémegachnology, which provides
smaller, less costly and more capable sensos. however, not sufficient and in many
situations not productive to just provide lots ehsor data to decision-makers at all
levels for their missions on hand. It is valuatoldnave a framework that supports
seamless integration of loosely-coupled COTS arstboo-developed sensor data
analytic, management, visualization and presemtatiols, and real-time collaboration
capability for sharing situational awareness.

3.1 Project Goal

Raw Data - Data—> Information > Knowledge - Wisdom = Decisions

$@ @ m Another
Another = i Grid
Grid

&

“Traditional
Grid with
exposed
services

Sensor or Data
Interchange
b4 "' ":'Service

Figure 3-1 A conceptual any time, anywhere, anythig Grid of Grids system

Sensor Grid Architecture

Above in Figure 3-1we picture the Grid system thataim at. The system consists of a
Grid of Grids of Services. The Grids are eitherqpmasuch as the storage, compute and
filter clouds marked or a collection of explicitygvertised services as in traditional grids.
Services and Grids send and receive messagesseni$®rs respond to control messages
and send raw data in messages.

The main objective of the Sensor-Centric Grid Madhre project is to design and
develop an enabling framework to support easy adgveént, deployment, management
and real-time visualization and presentation ofat@rative, geo-coded sensor-centric
grid applications with flexibility, extensibilityrad scalability for situational awareness.
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The framework, called Sensor-Centric Grid MiddlesvBfanagement System
(SCGMMS) is based on an event-driven model théizes a publish and subscribe
communication paradigm over a distributed messagedtransport network. A key
capability component in SCGMMS is a Grid BuildeB)Gnodule which supports the
assemblage of grids and resources - a compositioodél of assembling a multitude of
subgrids and relevant resources into a missionHapgadd application.

For the current prototype, one illustrative applma— called Impromptu collaborative
sensor sharedlet - based on the assemblage ofmpartant subgrids, namely a real-time
multimedia collaboration grid and hierarchical, ex@ble sensor grid was developed.

A specific design objective for the Impromptu cbii@ative sensor sharedlet is to provide
an intuitive user interface to facilitate clienttsiUDOP (User Defined Operation Picture)
and COP (Common Operation Picture) features, waieressential for agile formulation
and sharing of visual, situational awareness afatt®fe decision-support.

Much of the system requirement for SCGMMS is dribgrthe needs of sensor-centric,
UDOP-capable client applications for situationabasness.

The Sensor-Centric Grid Middleware Management 3yg@CGMMS) is discussed in
the remaining of Section 3. The system and darchite to support User-defined
Operational Pictures (UDOP) in SCGMMS is discusseSection 4. A live, advanced
technology demonstration of the SCGMMS prototypeafsample sensor-centric
situational awareness application, which utilizedadety of globally deployed physical
and computational sensors, including some carrnyectimotely operated robots will be
discussed in Section 5.

The latest SCGMMS prototype was deployed globaliyrdy the International
Symposium on Collaborative Technologies and Sys@608 (CTS 2008) in Irvine,
California for a real-world, advanced and live teclogy demonstration. The live
demonstration comprised of 3 locations — Irvinelif@ania), Bloomington (Indiana) and
Hong Kong. Details of the advanced technology destration is discussed in Section 5.

The system has been packaged and documented imdigp® - User Guide for Sensor
Developers, Appendix B - User Guide for Sensor-Ge#tpplication Developers,
Appendix C - User Guide for System Administratopp&ndix D - User Guide for Sensor
Administrator, and Appendix E - User Guide for SCR®BI Application User.

During the course of the Phase 2 projecct, we gsate inexpensive commercially
available sensors including RFID for our R&D adiss. We invented a new, algorithm
for RFID positioning with initial result than sompepularly used algorithms in our test
cases. This new RFID positioning algorithm, docutedrn Appendix F - could be
further explored and developed into a computatieeakor service for a sensor grid in
some follow-on projects.

36



3.2 Sensor-Centric Grid Middleware Management Syste m
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Figure 3-2 SCGMMS overall architecture

Communication

Sensor-Centric Grid Middleware Management Syste@(EBMS) is carefully designed

to provide a seamless, user-friendly, scalablefankd-tolerant environment for the
development of different applications which utilisbormation provided by the sensors.
Application developers can obtain properties, attarsstics and data from the sensor
pool through th&eCGMMS API (see section 3.5 for details), while the technical
difficulties of deploying sensors are abstracteayawAt the same time, sensor developers
can add new types of sensors and expose theicssra application developers through
SCGMMS’sSensor Service Abstraction Laye(SSAL) (see section O for details).

NaradaBrokering (NB) is the transport-level messadayer for SCGMMS. It is a
distributed message-based transport network wpthidish-subscribe messaging model.

37



By using NB as the transport different componefMtS@GMMS can be deployed and
works collaboratively in a distributed manner.

The overall architecture of SCGMMS is shown in Feg8-2. Internally SCGMMS is
composed of 2 main modulessensor Grid (SG)andGrid Builder (GB) which serves
different functions.

3.2.1 Grid Builder (GB)

Given the large amount of sensors, GB is a senaoagement module which provides
mechanism and services to do the following:

Define the properties of sensors

Deploy sensors according to defined properties

Monitor deployment status of sensors

Remote Management - Allow management irrespecfivkeolocation of the
sensors

Distributed Management — Allow management irredpecif the location of the
manager / user

PN E

o

GB itself posses the following characteristics:
1. Extensible — the use of Service Oriented Architec{GOA) to provide
extensibility and interoperability
2. Scalable - management architecture should be ssahumber of managed
sensors increases
3. Fault tolerant - failure of transports OR managetnaemponents should not
cause management architecture to fail

Details of GB is discussed in Section 3.3.

3.2.2 Sensor Grid (SG)

SG communicates with a) sensors b) applicatioi@ric) Builder to mediate the
collaboration of the three parties. Primary functi@f SG are to manage and broker
sensor message flows.

3.2.2.1 Sensor/Sensor Grid flow

SG keeps track of the status of all sensors wheyndhe deployed or disconnected so that
all applications using the sensors will be notifiedchanges. Sensor data normally does
not pass through SG except that it has to be recimdentionally. In this case data of that
particular sensor is subscribed by SG.

3.2.2.2 Application/Sensor Grid flow

Applications communicate with SCGMMS through thepAgation API, which in turn
communicates with SG internally. Applications cafirmke their own filtering criteria,
such as location, sensor id, and type to seleatiwdensors they are interested in. These
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filters are sent to SG for discovering and linkaggpropriate sensors logically for that
application and forwards messages among the relseasors and that application. SG
must always check which sensors meet the seleittixdctiteria and update the list of
relevant sensors accordingly. It then sends antapdassage to application if there are
any changes of the relevant sensors.

3.2.2.3 Grid Builder/Sensor Grid flow

Sensors’ properties are defined in GB. Applicatibage to obtain this information
through SG. Moreover, filtering requests are pecalty sent to GB for updating the lists
of sensors needed for each application accorditigeio defined filter parameters. Much
of the information will be stored in a SG to minzmiqueries to Grid Builder.

3.2.2.4 Application/Sensor flow

SG provides each application with information afisas they need according to the
filtering criteria. The application then communigatvith sensors through the
Application API for receiving data and sending cohiessages.

Details of SG is discussed in Section 3.4.

3.2.3 Sensor-Centric Grid Middleware Management S stem (SCGMMS) API

SCGMMS aims at supporting a large amount of apfitina for users and service
providers of different industries (e.g. financiallitary, logistics, aerospace etc.).
SCGMMS provides a common interface which allows king of application to retrieve
information from the sensor pool managed by SCGMM& API also provides filtering
mechanism which provides application with sensaasching their querying criteria only.

Details of SCGMMS API is discussed in Section 3.5.

3.2.4 Sensor

The definition of sensor is a time-dependent streamformation with a geo-spatial
location. A sensor can be a hardware device (2%, RFID reader), a composite device
(e.g. Robot carrying light, sound and ultrasonitsee), Web services (e.g. RSS, Web
page) or task-oriented Computational Service (@dgo processing service).

3.2.4.1 Sensor Client Program

A sensor needs®ensor Client Program (SCP}o connect to SCGMMS. The SCP is
the bridge for communication between actual sersodsSCGMMS. On the sensor side
SCP communicates with the sensor through devicedfgpeomponents such as device
drivers. On the SCGMMS side SCP communicates WitGBIMS through Sensor
Service Abstraction Layer (refer to section O fetails).
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Figure 3-3 shows a physical sensor and the comesipg Sensor Client Program.

Grid Builder
Sensor Grid

Comman
interface

Device-spacific
communicator

Interface (USB/Seral/
Blustaoth)

Sensor Client program

Physical Sensor

Figure 3-3 Structure of A Sensor Client Program

3.2.4.2 Computational Service

Computational Service is a special kind of sensackvdoes not take input from the
environment. Instead, they take output of othessenas their input, perform various
computations on the data, and output the procetstadinally. It is called a sensor
because it totally matches with our definition efhsor.

Figure 3-4 shows the data flow of how environmedtdh is transformed by processing
data through a sensor and a Computational Seflieearchitecture of SCGMMS allows
the data source to be assigned and reassigned iballgm

environmental Computational
— —>» Sensor +——sensor data—» Serice

data —processed data—p

Figure 3-4 Computational Service

3.2.4.3 Supported sensors

To illustrate the usage of SCGMMS, several pre@efisensors are supported in our
initial implementation.
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Hardware sensors
1. GPS device
2. RFID reader and tags’ signal strength
3. NXT Robots with ports attached to 4 of the follogiisensors:
Light
Sound
Touch
Ultrasonic
Compass
Gyro
Accelerometer
h. Temperature
4. Wii Remote Controller
5. Nokia N800 Internet Tablet PC video camera
6. PC Webcam

@rpooow

Computational services
1. Video Edge Detection Sensor (software sensor)

3.2.5 Sensor Service Abstraction Layer (SSAL)

SCGMMS can potentially support large amount of eensf different kind. Ease of
adding new sensors by different sensor developgm®ut internal knowledge of
SCGMMS is one of the most important requiremen8AISprovides a common
interface for adding new sensors to the systentlye&nsor developers have to write
simple programs utilizing SSAL libraries for contiag sensors to SCGMMS.
Afterwards the sensor will be available for all bggtions right away.

Details of SSAL is discussed in Section 3.5.

41



3.3 Grid Builder

3.3.1 An Overview of the Grid Builder Architecture

Architecture Overview
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Figure 3-5 An overview of the Grid Builder architedure
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Figure 3-5 depicts the overall Grid Builder (GBglatecture. GB is originally designed
for managing Grid-of-Grids. For this project, GBeistended to include the management
of a generalized sensor-centric grid of grids. Bipsion of GB will focus on this
specialized version. CGL-developed hpsearch iptedioand extended for this work [2].

The Grid which GB manages is arranged hierarclyicgalb Domains Each domain is
typically, but not necessarily, a single PC whicanages sensors which are closely
related. Sensors can be deployed from any PC vi$hiatcessible from one of the
domains. There can be only one root node in theelgrown as th&®oot Domain. Each
domain is started by iBootstrapping.

Within each domain, there exist some basic compsnen

Managers and Resources

GB manages grids and resources through a managmiroe model. Each type of
resource which does not have a Web Service ineedhould be wrapped byService
Adapter (SA). Each kind of SA is managed by a correspondiiagager.

Since our grid contains sensorsSensor Manageris responsible for managing sensors
throughSensor Service Adapters (SSAEach SSA has its own set of defirgensor
Policy. This policy tells Sensor Manager how the SSAib¢ managed, and defines the
properties of the sensor bound to the SSA.

TheHealth-check Manageris responsible for checking the health of the wigylstem
(ensures that the registry and messaging nodegaaad running and that there are
enough managers for resources).

Bootstrapping Service

This service ensures that bootstrap processe® @itnent domain are always up and
running. For example, it periodically spawns a tteaheck manager that checks the
health of the system.

3. Registry
All data about registered services and servicetadapre stored in memory called

Registry. Registry is used to process messages so it cangmaesv SA, renew SA and
update SA status.
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3.3.2 Significant Classes

3.3.2.1 Class Diagram
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Figure 3-6 Class Diagram of Grid Builder
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The diagram shows the class diagram of significkasses in GB. They are categorized
into 5 main categories:

Messaging Layer

GB is built on top of a message-based architecltenodules in GB such as
BootstrapService, ForkDaemon, Managers, RegistlySarviceAdapters are standalone
and communicate with one another by message pas&itiythis model, separate
modules can be deployed as distributed services.

GB has a set of classes dedicated for messagegaBsich module has a unique UUID
and one or more UniversalLocator(s) (UL). UL prasdll the information necessary to
identify a module in the network, including trangpgpe, host address, port and path. 4
transport types are supported: UDP, TCP, HTTP aadB&ch UL is responsible for
message of one transport type.

TransportSubstrate is responsible for sending eoeiving messages to and from a
module. It automatically serializes the messageestraccording to the transport type of
destination. Once created, it spawns a thread wkaeps waiting for incoming messages
and notifies the associated MessageProcessor ugssage arrival.

Modules which want to receive message should imgterthe MessageProcessor
interface and associates itself with a Transpo8ate. Important modules which
implement this interface include BootstrapServiRegistry, SystemHealthChecker,
Manager, ServiceAdapter and UserTools.

Communications between SensorManager and Sensa&kdapters use the Web
Service (WS) interface. WS in GB is built on toptlos messaging layer.

Domain Management

Domain management in GB is done by BootstrapSertdaeh domain has one
BootstrapService which constantly communicates wighBootstrapServices of other
domains. Each domain hierarchy contains one Roaé.nach domain connects with at
most one parent node and any number of child ndeesiow the hierarchy is defined
using a configuration file (mgmySystem.conf).

To keep the whole hierarchy up and running, eachaiio periodically sends a heart beat

message to its parent domain. It also has to splasvBootstrapService of all child
domains if any of them is not sending heart beasdme time.
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Figure 3-7 Domain Management

Managers

In GB there are two levels of managers. The love&l is ResourceManager, which
manages resource specific modules. For examplsp8danager is responsible for
managing a SensorServiceAdapter through the WehcBanterface and performs
operation such as sending policies to the adapters.

The upper level is Manager, which manages Resowanaljers and ServiceAdapters.
The Registry keeps checking whether there are Gshdiapters which have been
registered but do not have a Manager during thirhelaeck sequence. If there is one,
the Manager is notified and create a SAMModulauimn treates a ResourceManager for
the particular resource in the ServiceAdapter. &&igentAdapter is an adapter inside
SensorManager for communication with the associ@gtsorServiceAdapter inside the
Service Adapter.
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Figure 3-8 Manager and Service Adapters

Resource Management

These classes are at the resource level, wherercesspecific tasks are performed. Each
sensor is treated as a resource in GB, and easbrdeas a corresponding client program
(represented by SensorClient) responsible forfexterg the sensor with SCGMMS.

Sensor Service Abstraction Layer (SSAL) is therfiatee for connecting all types of
sensor client programs with GB. The class diagraty shows part of SSAL which
resides in GB. The whole SSAL involves classesX®&s well.

Communication between resource managers (i.e. 8dasager) and Resources (i.e.
SensorServiceAdapter (SSA)) uses the Web Servi& (Mterface for message passing.
SSA therefore conforms to the WS “Put”, “Get”, “Bt#” and “Create”. “Get” is used for
getting SensorPolicy of the sensor and initiateseation with SG. “Delete” is used for
disconnecting connection with SG.

Registry

Each domain has a Registry which maintains the stiathe entire domain, such as the
Universal Locator of every module, how many SerAdapters have been registered,
the status and policy of each sensor, which SAsggaed to which Manager etc.

RegisteredServiceAdapter is a class which contafosmation of ServiceAdapter such

as UniversalLocator, SensorPolicy and current std&RegisteredService contains
information of non-SA modules such as ManagersMesisagingNodes.
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Registry can work with or without persistent st@aBy default all information is stored
in memory using hash tables. The user has an opti@ther to write all information to
persistent storage so that it can be retrieved tateeven if the domain is restarted. The
persistent storage used is compliant to WS-Corggactification [3].

Figure 3-9 shows the overall architecture of then2ims, Registry and WS-Context
modules in Grid Builder. To use WS-Context, an AXEver and a MySQL server
should be running in each domain for WS commurocadind storage. All domain
related information in the Registry is stored in \@8ntext and shared with other
domains through NaradaBrokering’s topic-based ghkdubscribe messaging service.

Although the current implementation does not use@é8text as a centralized database
for service discovery, it can be easily enhanceaatéwide such service since the system
is already WS compliant.

MaradaBrokering
Metwork

| | i I
| Registerad Registered - | | Registered Registerad . |
| Sarvices Service Service Data : | Services Senice Sl |
: Adapters | : Adapters :
I | |
| Servica Service I : Service Service |
I | Registry Palicies Stalus : I | Registry Pualicies Status I
| | i I
i [ I i [ I
I Lnanj'smﬂe : i Load/store |
I |
| Fr-- - - ': I : | 1 I
| | | | 1 | |
I I Hybrid-WSCantext : | i 1 Hybrid-WSContext ' I
| : Senice (Axis) | : i | Service (Axis) : I
1

: | | ! | | | | ! |
| I JoBC | I | | Joac | [
I I * : I | | + l |
| [ Database (MySGL) | | ] Database (MySCL) ' I
| | | | | 1 | |
I : WE-Context : : | : WS-Context : I
| L LT T | iy

| Domain |  Domain |

Figure 3-9 Registry and WS-Context
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3.3.2.2 Class Description

This section provides brief description of eachamant class in GB.

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

MessageProcessor

cgl.hpsearch.core.transport

Interface for classes which use GB's messaging layer to receive
messages

processMessage()

MessagingNode
cgl.hpsearch.core.services.messagingNode
Manages the GB's transport layer components (such as NB)

setBootstrapLocator(), startBrokerNode()

TransportSubstrate

cgl.hpsearch.core.transport

Responsible for receiving and sending messages to and from
MessageProcessor using different transport protocols

register(), send(), getUniversalLocatorForTransport(), close()

Message

cgl.hpsearch.core.messages

Superclass of all types of messages in GB. Different types of
message has different characteristics and serves different functions

getType(), getMessageld(), getTo(), getFrom(), getTimeStamp()

UniversalLocator

cgl.hpsearch.core.transport

A locator which lets different modules to identify one another for
messaging passing. Records the host, port, and transport type of a
module

getHost(), getPort(), getPath(), getTransportType()

UserTools

cgl.hpsearch.core.services.user

Responsible for forwarding different user operations (e.g. deploy
sensors) to different modules in GB

getServiceData(), putServiceData(), retrieveStatus(),
sendPolicyMessage(), sendRunMessage(), sendFilterMessage(),
sendForkMessage()

UserUl
cgl.hpsearch.NaradaBrokering.usergui
Graphical user interface of GB's management console
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Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Manager
cgl.hpsearch.core.services.manager
Manages all Resource Managers

processMessage(), startSAMManagementThread(),
removeSAMManagementObject(), send()

SystemHealthChecker

cgl.hpsearch.core.services.manager

Responsible for checking whether all modules are up and running in
a domain

processMessage()

BootstrapService

cgl.hpsearch.core.services.bootstrap

Responible for starting up all modules during domain initialization.
Periodically spawns SystemHealthChecker and sending heart beat to
parent domain

ForkDaemon
cgl.hpsearch.core.services.fork
Responsible for creating different modules locally as processes

process()

SAMModule

cgl.hpsearch.core.services.manager

Manages resources (sensors). Has one to one mapping to each
Service Adapter and the corresponding Resource Manager.

send(), checklfOwner(), getServiceData(), putServiceData(),
spawnProcess(), sendMessage()

SensorManager
cgl.hpsearch.sensor
Resource manager for managing SensorServiceAdapter

processMessage(), getServicePolicy(), putServicePolicy(),
runService()

SensorClientAdapter
cgl.hpsearch.sensor

The adapter of SensorManager for communication with
SensorServiceAdapters using Web Service

getServicePolicy, putServicePolicy(), runService()

ServiceAdapter
cgl.hpsearch.core.services.sa
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Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Associated with a Resource Manager to manage the corresponding
resource

start(), close(), publishData()

SensorServiceAdapter

cgl.hpsearch.sensor

Responsible for brokering the communication between a Resource
Manager and sensor client program using Web Service

start(), close(), publishData(), handleSensorGridConnectionLoss(),
setSensorProp(), processWxMGMT_Rename(), processWxfDelete(),
processWxfPut(), processWxfCreate(), processWxfGet()

SensorClientServiceAdapter

cgl.hpsearch.sensor

Responsible for brokering the communication between a Resource
Manager and service sensor client program using Web Service

start(), close(), publishData(), handleSensorGridConnectionLoss(),
setSensorProp(), sendControl(), setFilter(), subscribeSensorData(),
unsubscribeSensorData(), processWxMGMT_Rename(),
processWxfDelete(), processWxfPut(), processWxfCreate(),
processWxfGet()

SensorPolicy
cgl.hpsearch.core.policies
Holds resouce specific policy, that is the property of a sensor

getType(), getSensorProperty()

WSManClient

cgl.hpsearch.wsmgmt

Client interface for communicating with WSManProcessors (end
points) using Web Service messaging

getMyEndPoint(), getServiceEndPoint(), setServiceEndPoint(),
setWsEventingClient(), processMessage(), executeOneWay(),
executeRequestReply(), sendOut(), CreateAndMarshallMessage()

WSManProcessor
cgl.hpsearch.wsmgmt
End point for receiving Web Service Message

setMessageSender(), setMyEndPoint(), processSOAPMessage(),
processWxMGMT_Rename(), processWxfDelete(), processWxfPut(),
processWxfCreate(), processWxfGet()
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3.3.3 Important Features

3.3.3.1 System Health Check

Every module in GB are deployed in a distributedhagger and linked together by
different network protocols. A health check sysisrtherefore fundamental to ensure
every modules are indeed deployed and working phpp@B performs periodiSystem
Health Check (SHC)to ensure that every thing is up and running.

SHC can be divided into three stages:

Initialization
Configuration
File
[=======5 I | I F—= 7 1
| I [ | | |
|
: Fark I : Fork Boolsirap | : Fork Bootstrap :
i Daemon : ;| Daemen Service I | | Dasman \ Service | |
1 I [ : I ! |
| I * |
I =y = e !
| 1 | | | A !
| I | - | | | Permanent \\ |
. | Permanant [ ‘armanent | | | Messagin 4 Regist |
Cm{gll:anoﬂ —+— Messaging : | | Messaging | | Nod?z = e |
’ | MNode 1 | Node | | |
| I [ | | |
: Domain X 1 : Domain X : : Diomain X :
Create Bootstrap Service Create Reqistry. Check if evarything

is up and running every minute

Figure 3-10 System Health Check (SHC) Initializatia

To start a new Domain X, a user has to executeigt $6 perform a Primary Health
Check Sequence. This action creates a Permanestlylag Node, which is responsible
for communication between all modules within a domand communication with other
domains. After that, a Fork Daemon is created. {wavdule of Grid Builder (e.g.
Registry, Service Adapters, Sensor Service Adajpteryis executed as a separate
process in the operating platform. Fork Daemorsponsible for creating modules as
separate processes.

After primary health check, the domain is now cadpaib receiving messages from other
domains. The Bootstrap Service is launched wheessage is received from the root
domain. The Bootstrap Service is responsible fdkingasure that every module is up
and running in a domain. It periodically spawnsyat&m Health Checker to check the
health of the system.

After Bootstrap Service has been initialized, @ates the Registry. The system then

checks if all modules are up and running for evanyute. If not, create the module that
is missing (for details please refer to section33).
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Detect Changes

1 | 1
[ | I |
I Fark Bootstrap : 1 Fork Boolsirap : Sensor
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I I [ I .
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| —! R
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| |
| node | 1| Node | Adapter
[ [ I [ F
I [ I [ create
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' Daamon Service | arvice
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| | Messaging Registry Manager —manage=—¥ . onier
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' | ¥
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A manager is created to manage the
new Service Adapter

Figure 3-11 Adding Service Adapter

When we introduce changes to the system, suchpdgyiieg a sensor, SHC
automatically detects and reacts to the changeeXample, a user deploys a sensor by
starting the corresponding sensor client programe. @rogram automatically creates a
new Service Adapter for the sensor which in tueates a Sensor Service Adapter. If no
Manager is present in the domain, a Manager prasessated by ForkDaemon to
manage the sensor through Service Adapter.
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Maintain System State
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Figure 3-12 System Health Check (SHC) Maintaining ystem State

To make sure that every resource is up and runeexg) module periodically notifies its
manager and the registry of its presence.
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3.3.3.2 Classification Scheme

Classification defines all properties which arersbay all sensors supported by
SCGMMS. Classification serves the following funcis:
1. Allows GB to differentiate among different senstusvisualizing sensor’s
policies
2. Defines what can be filtered
3. Allows meaningful visualization of sensor data jgplecation side
4. Allows application to differentiate different semso

Figure 3-6 shows the class diagram of classificatibcan be divided into 3 categories:

Sensor Property

In order to introduce a new sensor to SCGMMS, thiewing properties have to be
defined in class SensorProperty:

Table 3-1 Fields of Sensor Property

Property Description

sensorld A Human readable ID for identification @fhdoes not have to be
unique

groupld Sensors can be assigned to different lbgroaips for easier
management. Groupld identifies the group

sensorType Textual description of the type of assen

sensorTypeld An integer which helps identifying femsor type. Application

has to compare this together with field sensorTgpeniquely
identify the type of a sensor

location Textual description of the location ofemsor, including street,
city, state/province and country

historical Defines whether to archive collectedssegrdata in SG. Currently
this feature is not implemented

sensorControl An array of integers which uniqudbntifies each control
message

controlDescription | A string array of textual deption of control messages. Should
align with sensorControl array

userDefinedPropertyA class which defines any user-defined propertpesisic for
each type of sensor

SCGMMS comes with a set of predefined types. (PasdgefineType contains
information for generating predefined SensorPrgpéiserDefinedProperty contains
properties which are essential for the sensor layt mot be common for all sensors (e.g.
for deploying a RFID reader it needs the COM portHfardware interfacing). A set of
user-defined properties for predefined sensoringpemented as subclasses of
UserDefinedProperty.

55



For location, class PredefinedLocation containstaof predefined mapping of city
names and GPS latitude-longitude for easy visuaizan a map.

Sensor Data

For each type of sensor, its data format is usuplite different from other sensors. In
SCGMMS a class which extends SensorData shouldelagec! which defines how to
decode and use data from a sensor.

Message Serialization

Each time before the property of a sensor is seoihg modules (e.g. passing from
GPSManager to SensorServiceAdapter and Regidtig)serialized into xml format.
Class SensorClassificationUtil provides operatmnniessage serialization and
deserialization.

PredefinedType -instantiates  [SensorProperty UserDefinedProperty

T

SensorClassificationUtil

+sensorPropertyToXml()
+xmlToSensorProperty()
+userDefinedPropertyToXmi()
+xmlToUserDefinedProperty()

GpsUserDefinedProperty WiiUserDefinedProperty|

PredefinedLocation

-CITIES RfidUserDefinedProperty| RobotUserDefinedProperty
-LAT_LON

SensorData

T

NXTRobotData GpsData WiiRemoteData RfidTagData

1
* -ports

NXTSensorData

Figure 3-13 Class diagram of classification schemie SCGMMS
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3.3.3.3 Filtering Mechanism

Qverview -- Sensor
Filter Query

Distributed Broker
MNetwork

() ~
) N @)
i2)
o e p
a e ; Y
o s 5 n N
(2 / L (2) (1 )
y L 0 @
@/ A (1)
(4] ; I:.B] (1) 3
] (5)
r/‘
) DOMAINT Vs DOMAINZ DOMAING
Sensor Grid Registry (File 1/O) Registry (File 1/0) Registry (File 1/O)

Step 1. Sensor Grid looks for a registry for filter query. Publish a request message on a commaon topic of all
registries, the registry which replies the earliest will be chosen.

(1) GET_GRID_BUILDER_SERVICE_POLICY

(2) GET_GRID_BUILDER_SERVICE_POLICY_RESPONSE

Step 2. Sensor Grid sends a Sensor Filter Query to the chosen registry (say registry in Domain1)
(3) FILTER_SERVICE_POLICY_QUERY (local=false) [Note: local means local search only]

Step 3. Registry publishes a filter query to all other registries
(4) FILTER_SERVICE_POLICY _QUERY (local=true, with timestamp) [Note: timestamp is a unigue identifier
for the query]

Step 4. Registry receives a filter query with local=true, it will response with the result immediately through the
unique topic of the request registry.
(5) FILTER_SERVICE_POLICY_QUERY_RESPONSE (focal=true, with timestamp)

Step 5. Registry aggregates the responses (identified by timestamp) and send back to Sensor Grid
(8) FILTER_SERVICE_POLICY_QUERY_RESPONSE (focal=false)

Figure 3-14 SCGMMS sensor filtering mechanism in distributed architecture
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At the application standpoint filtering is essehfita retrieving only the required sensors
from a possibly huge sensor pool. Filtering is dbased on the SensorProperty of each
sensor, which is defined according to based ors rinlelassification.

Defining a Filter

Applications have to define filtering criteria acdimg to their UDOP requirements. The
criteria are encapsulated in a SensorFilter obfe&ensorFilter is composed of a set of
properties defined in SensorProperty connected Baiblean “and” or “or” operators.
Please refer to section 3.3.3.2 for the definibbSensorProperty. Given that a list of
sensor properties in a sensor filter are conndoigether with the “and” operator, only
sensors which have properties with exact matclrimgscomparison with ALL the
properties defined in the filter should get throu§hmilarly sensors which have
properties with exact match in string comparisothvdNY of the properties defined in a
sensor filter with sensor properties connectedttagenith the “or” operator should get
through.

The list of “and” and “or” sensor properties arpresented as a 2D string array in
SensorFilter. For example, if someone wants tadest of SAID which have policy
((sensorType=GPS and location="Hong Kong") or (eehgpe=RFID and
location="New York" and historical=true)), set thieer like this:

SensorFilter filter=new SensorFilter();
String[][] comp=new String[2][];
comp[0]=new String[2];

comp[1l]=new String[3];
comp|[0][0]="sensorType=GPS";
compl[0][1]="location=Hong Kong";
compl[1][0]="sensorType=RFID";
compl[1][1]="location=New York";
comp[1][2]="historical=true";
filter.setOrComparison(comp);

Data Flow
Filtering is done in three stages:

Application to SG

A filter query request is initiated from the appliion. For each filter query, fields which
exist in SensorProperty can be combined usingdhd™or “or” operator to form a query
string. This string is then sent to SG.

SG to GB

SG forwards the request to GB. At this stage, GBdees through the registry of all
domains and aggregates the unique id of sensochwintch the query in a response
message. The response message is then sent Gk 85 periodically checks if the
filter request from application changes. If it dod application is notified in the same
manner.
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SG to application
SG releases the resources (e.g. unsubscribe sehddtopic) used by sensors which are
no longer in the list, and initiates resourcesnew sensors. Then SG notifies the client

for all changes made.
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3.3.4 Detailed Description
In this section, message flow of various operatib8G will be discussed at Class level
using UML collaboration diagrams.

3.3.4.1 Starting a Domain

The following diagram shows the events happeningmdndomain is started.

ForkDaemon

.33\
|ManagementSystem| udp: 3.3

f

N

1—» 5 udp: 3

IPrimaryHeaIthCheckerI———IPermanentMessagingNode

oY

ProcessRunner|

4.2

Figure 3-15 Event flow when starting a sensor gridomain

n e

A user starts the domain by executing “runPrimaryHealthCheck.bat”

ManagementSystem.BootStrap() is called to initialize all system properties, environment

variables and various user-defined properties from configuration files

Send a PingRequestMessage to the expected locator(s) of messaging node(s) registered in

configuration files. If any messaging node does not respond with PingResponseMessage

within 5 seconds, go to 3.1. Otherwise go to 4

3.1. For each messaging node not responding, send a request to ProcessRunner to start a
PermanentMessagingNode process

3.2. ProcessRunner starts the messaging node process

3.3. Spawns a thread which continuously monitors the presence of itself by using udp
messages (ping request and response). Starts a BrokerNode (NB) according the
configuration provided by configuration file (defaultMessagingNode.conf)

Send a PingRequestMessage to the expected locator(s) of ForkDaemon(s) registered in

configuration files. If any ForkDaemon does not respond with PingResponseMessage within

5 seconds, go to 4.1. Otherwise goto 5

4.1. For each ForkDaemon not responding, send a request to ProcessRunner to start a
ForkDaemon process

4.2. ProcessRunner starts the ForkDaemon process

PrimaryHealthChecker sleeps for 10 seconds to allow any pending processes to instantiate.

Then it checks whether all messaging nodes and ForkDaemons are up and running. If yes, it

sleeps for 30 seconds. Afterwards, it goes to step 3 and checks everything again
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3.3.4.2 Starting BootstrapService of a Domain

When a domain is start, it undergoes the follovBaogtstrap sequence.

BootstrapService::ParentDomain

RegisteredSubDomain

Thread::ParentBootstrapReqgistr| Thread::SystemHealthCheckerThr|
ation eadRunner
Na
+ o N
w [sp]
| 8
3.3
! y

BootstrapService::CurrentDomai
n

ForkDaemon

| | €2

» N

v I A
Thread::ChildNodeCheckerThread

Runner SystemHealthChecker|

le}

o)

c

V

BootstrapService::SubDomainI—IForkDaemon::SubDomainl Proceed to Normal Health
6 Check Sequence (Stage 1)
<«

Figure 3-16 Starting BootstrapService of a Domain

n

Initialize the Bootstrap node from config file, including domain hierarchy and locators of
ForkDaemons, RegistryForkDaemon, MessagingNodeDaemons. NB transport is initialized for
NB communications with other domains

If the current domain is not a leaf node, register all sub-domains locally

If the current domain is not the root node, runs a thread that periodically sends a

RegisterRenewMessage to the BootstrapService of its parent telling this domain’s

BootstrapService is running. If the domain is a leaf node, go to 3.1. Else go to 4

3.1. Starts a thread that periodically spawns a SystemHealthCheck process for each
registered ForkDaemon.

3.2. Spawns a SystemHealthChecker process by sending a ForkProcessMessage to
ForkDaemon with the “healthcheck” parameter

3.3. ForkDaemon spawns the Manager process with the “healthcheck” parameter.

3.4. Manager starts the SystemHealthChecker thread. System undergoes Normal Health
Check Sequence (Please refer to section 3.3.4.3 for details). BootstrapService waits 10
seconds for the reply from SystemHealthChecker

3.5. The replied status from SystemHealthChecker is either COMPLETE, UNKNOWN or
RUNNING. Repeat 3.1 after some sleep

If the node is not a leaf node, spawns a thread that periodically checks the status of ALL

RegisteredSubDomains (RSD). Under the Health Check mechanism, all

RegisteredSubDomains are supposed to send a RegisterRenewMessage to its parent.

If no RegisteredRenewMessage is received from a SubDomain within a specified amount of

time, the thread spawns a BootstrapService of the SubDomain remotely by sending a

ForkProcessMessage to its ForkDaemon

ForkDaemon creates the BootstrapService of the SubDomain
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3.3.4.3 Normal Health Check Sequence (Stage 1)

System Health Check has a number of stages. Dtlrenfyrst state, Bootstrap Service
checks if the Registry is present. If not, creaté®gistry process using the Fork Daemon.

PersistantStoreFactory

WS ContextStore

3.3
Thread::HealthCheckRunningStat
usSender ist
1
N
o
c
BootstrapService| |SystemHeaIthChecker| ForkDaemon
S\A
Proceed to Normal Health
Thread::HealthCheckSelfTermina Check Sequence (Stage 2)
teTimer

Figure 3-17 Normal Health Check Sequence (Stage 1)

1. After NB transport is initialized, a thread is started that automatically Kills the the health
checker if it is still running after 60 seconds
2. Athread is started that automatically notifies the BootstrapService at an interval of 2 seconds
that the health checker is running
3. Checks if there is a Registry running in the domain by sending a RegistryQueryMessage to
the defined Registry locator. If a RegistryQueryResponse message is received, go to 4. If no,
goto 3.1
3.1. Try spawning a Registry process by sending a ForkProcessMessage to ForkDaemon.
Max retries = 5. After each retry, repeat 3. If number of retries reached, health checker
terminates with abnormal exit status
3.2. ForkDaemon creates the Registry process. Registry checks if persistent storage is used
in configuration file (mgmtSystem.conf). If yes, go to 3.2.1. Otherwise persistent storage
won't be used and everything will be saved in memory. Please proceed to 3.3
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3.2.1. Reqistry asks PersistantStoreFactory for an instance of WSContextStore, which

is responsible for storing and retrieving settings from persistent storage (e.g.
relational database)

3.2.2. WSContextStore is initialized by making connections to various components

defined in WSContext and removing all previous entries (e.g. registered service
adapters, service policy, service status etc.). If any errors occur during initialization,
go to 3.3 and everything will be saved in memory
3.2.3. Registry loads all settings from WSContextStore to in memory hash tables
3.3. Registry initializes NB transport by subscribing to two topic — one common to all
registries and one uniquely identify itself. Registry spawning process has been finished.

Go back to 3
4. Registry responds to SystemHealthChecker with the number of managers and service
adapters expected in the domain.
5.

System now enters health check stage 2. Proceed to section 3.3.4.4 .

3.3.4.4 Normal Health Check Sequence (Stage 2)

System Health Check has a number of stages. Dthengecond stage, Bootstrap Service
checks if enough Managers are spawned as definée iconfiguration file.

Refer to Service = -
Adapter Discovery 4|Thread..SAF|nderThread

o

12—
% —] Manager }—
1 1
2 ™
=2 - -
= 85
—_ c CcC

nb:2> |

SystemHealthChecker| BootstrapService

<91 :qu

Figure 3-18 Normal Health Check Sequence (Stage 2)
1. The Registry responds to SystemHealthChecker with the number of managers and service

adapters expected in the domain. If there are enough managers for all
RegisteredServiceAdapters, go to 2. Otherwise goto 1.1
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1.1. For each Manager lacking, create a Manager process without the "healthcheck"
parameter sending a ForkProcessMessage to ForkDaemon

1.2. ForkDaemon creates the Manager process

1.3. Request system configuration from BootstrapService, including locator of Registry,
ForkDaemon

1.4. BootstrapService replies with system configuration

1.5. Initialize NB transport support. Starts a SAFinderThread which keep sending
FindSAToManageMessage to Registry requesting corresponding ServiceAdapters to
manage. If no reply from Registry, the request is repeated periodically at 2 second
interval. For details of this part, please refer to section 3.3.4.6 .

1.6. The Manager periodically sends a RegisterRenewMessage to the Registry to notify its
presence

2. SystemHealthChecker sleeps for 10 seconds to allow any pending processes to instantiate.

Then it checks whether all expected processes are up and running. If yes, it sends a

SystemHealthCheck message to BootstrapService, notifying that System Health Check is

completed and then terminates itself. Otherwise, it checks the system’s health from stage one

again (section 3.3.4.3 ) and tries spawning the process(s) missing

3.3.4.5 Reqistered Service Adapter Health Check Se__quence

SAMModule notifies the Service Adapter which Manaigshould send heart beat
messages to

6.2
Registry [ JRegisteredServiceAda;gter
SAMModule

d 411
< 5°3%
o ~Lwn

c
ResourceManager I/
1

Manager IThread::HeartBeatChecker

Figure 3-19 Registered Service Adapter (RSA) Healt€heck Sequence

1. Checks if the associated RSA has sent a HEARTBEAT within the specified interval. If yes,
sleep for a while and do 1 again. Else go to 2

2. Sends a GetCurrentManager message to the associated RSA to check if it is the RSA’s
current owner. If RSA replies, go to 3. Else go to 4

3. If UUID of RSA’s current owner matches with this SAMModule, go to 3.1. Else go to 4
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3.1. Sends a HEARTBEAT message to the RSA and wait. If RSA replies within a time limit,
sleep for a while and do 1 again. Else go to 4
4. Ask ResourceManager(RM) whether to release the RSA.
If RM knows that the RSA is up and running, goto 7. Else go to 6
6. Notifies the Manager that the associated RSA is unreachable.

6.1. Sends a UPDATE_SA STATUS message to the Registry, saying that the RSA is
UNREACHABLE

6.2. Registry performs status update
7. Re-register with the RSA by sending a HEARTBEAT to it. Sleep for a while and do 1 again

o

3.3.4.6_Service Adapter Discovery
System Health Check checks if every Service Addptassociated with its Manager.

WSContextStore,
20—
Y2 Regist [RegisteredServiceAdapter]
5 )7 ISty | —|RegisteredServiceAdapter
-7
N
~— N
88
c Cc
%
Manager Thread::SAFinderThread|
X &
> 4
v
6—» Enters RSA Health
Check Sequence
SensorManager SAMModule IThread::HeartBeatCheckerl/ u
9 %, o
2) X
pa N <
N
N \,\/V
=3 ServiceAdapter|
‘ ‘ ,\A/v PolicyManager|
N
SensorClientAdapter| SensorServiceAdapter, SensorPolicy
<—nb: 16
©

SensorGridBroker|

Figure 3-20 Message flow of service adapter discayen a sensor grid

1. SAFinderThread sends a FindSAToManageMessage to Registry. If persistent storage is used
in the Registry, go to 1.1. Otherwise go to 1.2.
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10.
11.

12.
13.

14.

15.
16.
17.
18.
19.

1.1. Registry retrieves the information of a list of Registered Service Adapters from
WSContextStore

1.2. Registry replies with ServiceAdapterToManageMessage to the Manager if there is at
least one ServiceAdapter (SA) which does not have an associated SAMModule. Status
of the SA is set to MANAGED. At most one SA will be replied for each request. If there
are no SA to manage, the Manager shutdowns itself.

For each SA, the Manager creates a SAMModule which manages the SA.

SAMModule creates a specific type of ResourceManager specified in the SA (in

ServiceAdapterinfo), and starts the ResourceManager in a new Thread. For sensors, a

SensorManager (ResourceManager for sensors) is instantiated

A SensorClientAdapter is instantiated. The SAMModule of SensorManager is passed as

message sender and the locator of the associated SA is set as message destination

SAMModule starts a HeartBeatCheckerThread that periodically checks 1) if SA is up and

running 2) if SA is still associated with this SAMModule (possibly taken control by other

Managers)

Sends a setHeartBeatLocator message to SA to associate the SA with this SAMModule and

tells SA the locator of Manager which heart beat messages should be sent to. Afterwards,

HeartBeatCheckerThread enters the loop of SA health check (please refer to section 3.4.5 -

Registered Service Adapter Health Check Sequence)

Sends a GetServicePolicyMessage to SAMModule, request for the policy of the associated

resource (i.e. sensor)

Forwards the request to SensorManager by calling getServicePolicy()

Invokes the associated SensorClientAdapter’s getServicePolicy()

Sends a Wxf_Get message to the associated SensorServiceAdapter through SAMModule

Wraps the message with ServiceSpecificMessage and forwards it to the associated

ServiceAdapter

Invokes processSOAPMessage of the associated SensorServiceAdapter (SSA)

If SensorPolicy has been defined, serialize it with PolicyManager. Otherwise, just create an

empty message

If this is the first time SSA is assigned to a Manager, starts a SensorGridBroker which notifies

SG of its presence

Sends back a response message with the serialized policy (if any)

Forwards the response to SAMModule

Forwards the response to Manager

Forwards the response to Registry

Updates the policy of the SA to the corresponding RSA in Registry. If persistent storage is

used, go to 19.1; otherwise, go to 19.2

19.1. The RSA is stored in WSContextStore

19.2. The RSA is stored in memory
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3.3.5 Deploying and Disconnecting sensors

3.3.5.1 Deploying a GPS Sensor

The message flow of deploying any sensors in aosemil is similar. For illustrative
purposes, the message flow of deploying a GPS sensbown in Figure 3-21.

|SensorGridControIListener| |SensorAdaQterListener| |SensorPoIicy|
1)'

66— 8—»
ForkDaemon GPSManager

/

) s
g }
c

<46

WatchDog

BootstrapService

Vob..q M@Hw
o nb: 12>
éj' < nb: 11
e
1— 2— ‘
/| UserUl |—| DeployDialog | |Thread::RegistryRenewalr

Figure 3-21 Deploying a GPS Sensor

1. User chooses a domain and clicks “deploy”

2. UserUl creates a DeployDialog

3. User defines the policies of the sensor and clicks “ok”. A ForkProcessMessage is sent to the
Registry to spawn a sensor client program

4. The message is forwarded to BootstrapService
5. The message is forwarded to ForkDaemon
6. ForkDaemon starts the type of sensor client program according to policy defined. Suppose

user needs a GPS sensor. ForkDaemon creates a GPSManager process

7. Creates an instance of SensorPolicy according to the type of sensor and classification.

8. Creates an instance of SensorAdapter, passing in a SensorAdapterListener,
SensorGridControlListener and SensorPolicy

9. Creates an instance of ServiceAdapter (SA) with parameters
“saType=cgl.hpsearch.sensor.SensorServiceAdapter” and
“manType=cgl.hpsearch.sensor.SensorManager”

10. Subscribes to the SA's own NB topic. Instantiates a SensorServiceAdapter according to
“saType”

11. Sends a RegisterRenewMessage to the Registry

12. If the SA is new to the Registry, it registers the SA, set SA's status to REGISTERED and
replies SA with the new instanceld. If the SA is already registered, renew the status of SA
according to its instanceld
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13. Subscribes to a new NB topic according to the returned instanceld. Starts a new thread
responsible for sending RegisterRenewMessage (heart beat) to the Registry. SA enters a
state that keep tracking if NB connection is down. If yes, try to reconnect

14. GPSManager makes physical connection to the sensor, and starts a WatchDog which
monitors the physical connection

After the new SA is registered in the registry, the Normal Health Check Sequence for Managers
(Stage 2) will discover the new SA is not yet managed. A Manager will be assigned to it. For
details please refer to session 3.3.4.4 .

3.3.5.2 Disconnecting a Sensor

There are two ways to disconnect a sensor. TheAfay is to terminate the Sensor Client
Program explicitly. The second way is to do it thgh GB’s management console. The
diagram below shows the message flow of disconmgetisensor through GB’s
management console.

Registry

UserTools

SensorManager|

vnb28
@ X
¢ R_Af,; ©
nb: 12> ¥

SensorServiceAdagterI SensorCIientAdagter|

%

-
=N

40

Stops the Sensor
Client Program

Figure 3-22 Disconnecting a sensor by using the @rBuilder management console

1 User selects a sensor in GB’s management console and clicks “Stop”. UserUl invokes
sendRunMessage() of UserTools

2 UserTools creates a RunServiceMessage with parameters indicating the message is for
disconnecting a sensor. The message is sent to Registry
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~No O

10

11
12
13

14
15
16

Registry locates the Manager of the corresponding RegisteredServiceAdapter and forwards
the message to it

Manager locates the corresponding SAMModule responsible for managing the
ServiceAdapter and forwards the message to it

SAMModule forwards the message to the associated SensorManager

SensorManager forwards the message to the associated SensorClientAdapter
SensorClientAdapter sends a Wxf_Delete message to the associated SensorServiceAdapter
through SAMModule

Wraps the message with ServiceSpecificMessage and forwards it to the associated
ServiceAdapter

Invokes processSOAPMessage of the associated SensorServiceAdapter (SSA)
SensorServiceAdapter stops the sensor through SSAL. For details please refer to section
3.4.4.9

An error report message is replied indicating if any error exists

Forwards the reply to SensorClientAdapter

Wraps the reply with a RunServiceResponse message, and sends it back to Registry
through SAMModule

Forwards the response to Manager

Forwards the response to Registry

Registry does not do anything to the response
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3.4 Sensor Grid

3.4.1 Overall Architecture of Sensor Grid and Rela  ted Modules

Application
Cliant

Sensor data
Filter request,

sendcontral  ganeqr status change

Application Client 55”50' Change Sensor Data Listener
| Broker Listener

I
Application AP : e 0
I

jmm e Sensor Grid

Sensor policies, :
i filter quest/result

—( Grid Builder Broker

“

\ Sensor policles,
\ start/stop sensor
\

Gontrol Fublishfsubscribe \
Massages data

| |
| |
| |
| |
| |
| |
| |
\ 4 Grid Builder |
| |
| |
| |
| |
| |
| |
| |

| |
| | |
| SSAL 11 SSAL |
11
nsor Adapter Sensor Client Sensor Giid | 14 Sensor Adapter Sensor Data Sensor Client Sensor Grid Sensor Change Jl
Listener Adapter Control Listener Listener Listener Adapter Control Listener Listener
Publlsh data Publlsh data

Sensor data
Control messages

Stop sensor = Stop sensor

Figure 3-23 Overall Architecture of Sensor Grid andrelated Modules

Control messages Sensor

Computational
Service

Sensor Grid (SG) is the brokering module of SCGMi8necting the sensors,
application clients and Grid Builder. It serves tiuactions:
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3.4.1.1 Message Brokering

It enables the flow of messages among all pamielsiding:
sensor data

sensor control messages

filtering requests and results

changes of sensor status

sensor policies

arnNE

The following modules are essential for communaaimong the parties.

GXO

GXO is a messaging layer which uses NaradaBroké€Ni®) for message passing. It has
the following characteristics:

1. supports a lot of transport layer protocols, inatgdcp, niotcp, udp, http, https
and so on

2. abstracts messages into byte, text and object gessgéich performs automatic
message serialization and de-serialization

3. uses a topic-based, publish and subscribe modehvdiiminates the need for
identifying end points explicitly

4. allows flexible construction of brokering network

With the use of GXO, messages can propagate toetstenation with minimum
programming effort.

SXO

SXO is a layer built on top of GXO. It is the intat AP1 which facilitates

communications between sensors, application clemisSG. It handles the connection
and disconnection of both sensors and applicati@anseamless and fault-tolerant manner.
It contains logic and libraries for both ApplicatidPl and SSAL to communicate with
applications and sensors respectively.

Application API

All kinds of applications communicate with SCGMM8dugh the same API. The
Application API provides libraries for applicatiotws

access data and metadata of sensors

send control messages to sensors

notified for change of sensor status

send filter requests to SCGMMS

el N S

These actions are done with the help of the folhmamodules in the API:

Application Client Broker
Interface used by application clients to send retsu® SG, such as sending filter
requests to SG and control messages to sensaa@th6SAL).
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Sensor Change Listener
Interface used by application clients to receivessages from SG such as sensor status
change.

Sensor Data Listener
Interface used by application clients to receiviadiam sensors.

To support different applications, Application ARIturn communicates with SCGMMS
through SXO. For more detailed description of Apglion API, pleased refer to section
3.5.

SSAL

All sensors communicate with SCGMMS through SSRemember each sensor has a
corresponding Sensor Client Program (SCP) to conoatewith SCGMMS. SSAL
provides libraries for sensors to do the followihgpugh SCP:

publish data

receive control messages

receive stop request from SCGMMS

subscribe to data of another sensor

listen to status change of subscribed sensor

Al S

Not all kind of sensors have to use all functicnedi listed above. Remember sensors can
be further classified into normal sensors and Cdatmnal Service. In fact these two
categories utilize different subset of classesSAIS Some of the important modules of
SSAL are listed below:

Sensor Client Adapter
An interface for publishing data

Sensor Data Listener
An interface for listening to data from subscrilsethsors. Used by Computational
Service

Sensor Adapter Listener
An interface for listening to stop requests from@G@WAMS. The SCP should terminate
upon receiving the request

Sensor Change Listener
An interface for being notified when the subscrilsedsor has any status change. Used
by Computational Service

Sensor Grid Control Listener
An interface which sensors listen to control messag

For more detailed description of SSAL please refesection 3.5.2 .

72



3.4.1.2 Application Management

In SCGMMS, SG is responsible for maintaining theesbf the whole system. For each
deployed sensor and running application, SG cagbes their presence and their
relationships with one another. The figure belowvgha scenario which 2 applications
and 5 sensors are connected to SG. The four tahtegs how SG maintains the state of
the system, they include:

A list of online sensors (Table S)
SG maintains a list of online sensors which dynathichanges with the deployment
status of the sensor

Application to sensor mapping (Table A_S)

Each application needs a different set of onlimesees according to its filtering criteria.
This is to make sure that sensors which are natezoed by the application do not hold
unnecessary resources. A table is maintained temdrar this mapping

Application to filter mapping (Table S_F)
Each application has its own filter, which are ¢hi¢eria that define which sensors are
needed by the application. The filter can be medifly the application at any time.

Sensor to sensor policy mapping (Table S_P)

Sensor Policies defines the characteristics of@ssnd is defined by Grid Builder before
deployment. The sensor policy is obtained from @B eached whenever a sensor is
being deployed.

Application X Application Y App| ications

Sensor Grid
Table A_S Table S_P
Application Sensors Sensor Policy
X S1,82, 54 S1 Policy 1
Y S3 S2 Policy 2
s3 Policy 3
Table A_F
S4 Policy 4
Application Filter -
S5 Policy 5
X Criteria 1
Y Criteria 2 Table S
Online sensors
S1, 82, S3, S4, S5

OIOIOIOIONS

Figure 3-24 SG System Management
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3.4.2 Significant Classes
3.4.2.1 Class Diagram
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Figure 3-25 Class Diagram of SG, Sensor and Applitan Client

The figure above shows the class diagram of sigamti classes in SXO and SG. Within
SXO, classes used by application clients and daesesensors are also indicated
respectively.
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3.4.2.2 Class Description

This section provides brief description of impottalasses of SG and SSAL.

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important

ClientGridBroker

com.anabas.sensorgrid.client

Part of the Application API. Provides the interface for external
applications to communicate with SG and sensors. Notifies GXO for
application joining

setFilter(), sendControl(), subscribeSensorData(),
unsubscribeSensorData()

ClientGridChangeListener

com.anabas.sensorgrid.client

Part of the Application API. Provides the interface for receiving
sensor status change due to sensor deployment, disconnection and
filtering

handleSensorlnit(), handleSensorChange()

SGClientView

com.anabas.sensorgrid.session.sharedlet

Part of SXO. Contains most of the application-client-side logic for the
communication with SG and sensors, such as receiving sensor
change, sending filter to SG and sending control messages to
sensors. All NB topic and streams are handled here
setChangeListener(), startConnection(), subscribeSensorData,
unsubscribeSensorDawta(), setFilter(), sendControl()

ClientGridDataListener

com.anabas.sensorgrid.client

Part of the Application API, responsible for notifying the application
on sensor data arrival. If the application clients wants to receive data
from a particular sensor, it has to create a ClientGridDataL.istener for
that sensor. Afterwards, the listener will be notified for data arrival
handleSensorData()

SGSensorView
com.anabas.sensorgrid.session.sharedlet

Part of SXO. Contains most of the sensor-side logic for the
communication with applications, such as publishing data and
receiving control messages. All NB topics and streams are handled
here

setControlListener(), publishData()

SensorGridBroker

com.anabas.sensorgrid.sensor

Part SXO. Brokers communication between SSAL, SG and sensors.
Notifies GXO for sensor deployment and disconnection

publishData(), close()
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interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

Important
interface:

Class name:

Package name:

Description:

SensorClientGridBroker

com.anabas.sensorgrid.sensorclient

Part of SXO. Brokers communication between SSAL, SG and service
sensors. Notifies GXO for sensor deployment and disconnection

publishData(), sendControl(), setFilter(), subscribeSensorData(),
unsubscribeSensorData()

SensorGridControlListener

com.anabas.sensorgrid.sensor

Part of the SSAL. Provides the interface for receiving control
messages

handleSensorControl()

SensorAdapter

com.anabas.sensor.sensoradapter

Part of SSAL. Provides the interface for sensors to publish data to
applications

publishData(), start(), close()

SensorAdapterListener

com.anabas.sensor.sensoradapter

Part of SSAL. Responsible for receiving termination commands from
GB

handleSensorConnectionLoss(), handleSensorStopRequest()

FilterMonitor

com.anabas.sensorgrid.session.sharedlet

Actually this is an inner class of SensorManager responsible for
periodic checkup to update the set of sensors for each application
according to their corresponding filter

0

SensorManager

com.anabas.sensorgrid.session.sharedlet

Part of SG. Contains the logic for managing all connected
applications and sensors. Maintained HashSets and HashMaps to
cache sensor policies, applications' filters and sets of sensors
mapped to each application.

addSensor(), removeSensor(), addClient(), startClient(),
removeClient(), setFilter()

SGSessionLogic
com.anabas.sensorgrid.session.sharedlet

Part of SG. Responsible for handling communications with all
applications and sensors through GXO. Performs state update
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through SensorManager for every connections and disconnections of
sensors and applications (notified by GXO)

Important userJoined(), userLeft()

interface:

Class name: AppletVCMain

Package name: com.anabas.sharedlet.appletframework

Description: Part of GXO. Resides at client side (applications and sensors) for
allocating and releasing resources

Important allwindowsClosed()

interface:

3.4.3 Important Features

3.4.3.1 NB Data Flow and Topic Management

Communication between applications, sensors antef€s on NaradaBrokering (NB)
for communication. This section provides a brie$agtion of data flow between the
three parties.

Each sensor creates a topic for publishing dataaaogic for subscribing control
messages. When an application is notified by SG@ foew sensor, it subscribes to the
two topics of the corresponding sensor directlyrémeiving data and publishing control
messages.

For the communication between applications ande€a@h application creates its own

topic using its unique id for receiving sensor af@notification. SG also creates a topic
to receive filter requests from all applications.
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Figure 3-26 Message flow between a Sensor Grid (S@pplications and sensors
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3.4.4 Detailed Description
In this section, message flow of various operatib8G will be discussed at Class level
using UML collaboration diagrams.

3.4.4.1 Sensor Grid Startup
Sensor Grid starts a perpetual session.

1—» 22— 3—»
SGSessionlLogic| SensorManager GridBuilderBroker|
3

Thread::FilterMonitor|

Figure 3-27 A Sensor Grid startup sequence

(=Y

An instance of SGSessionLogic is created by the framework

2 Aninstance of SensorManager is created, which is responsible for handling sensor-
application interaction

3 Aninstance of GridBuilderBroker is created, which is responsible for obtaining SensorPolicy
from Grid Builder

4  Athread is created which do filtering for different application-clients for every 5 seconds
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3.4.4.2 Deploying a Sensor

When deploying a sensor through the Grid Buildeguencecs of messages are invoked
to enable the management of deployed sensors hasnmlechanisms to filter sensors
based on sensor policies. Message flow when a sendeployed through Grid Builder

is illustrated in Figure 3-28

|SensorGridControIListener SGSensorView|

!
4—
SensorClient |SensorServiceAdaQter SensorGridBroker
I 2 7 $
SensorAdapter| ServiceAdapter AppletVCMain
7—» 8—» 9—»

ridBuil

rBrok

S

GSessionLogi

|

Thread::FiIterMonitor| |HashMap::id2PoIicy HashSet::onlineSensors

—

Periodic filtering mechanism
SensorPolicy

Figure 3-28 Message flow when depolying a sensorttugh the Grid Builder

=

The sensor client program instantiates SensorAdapter when it is started by Grid Builder

SensorAdapter instantiates ServiceAdapter, which is later on managed by Grid Builder

3 Service Adapter instantiates SensorServiceAdapter, which resides in SSAL for
communication with SensorManager of Grid Builder

4  SensorServiceAdapter instantiates SensorGridBroker, which communicates with Sensor
Grid

5 SensorGridBroker initializes all parameters needed for the sensor to join the Sensor Grid,
including sensorld and system configuration, then instantiates AppletVCMain with all the
parameters which tells the framework to prepare for a sensor client. Sleep for 5 seconds.

6 A SGSensorView is instantiated by the framework, which is responsible for message
passing between application clients, sensors and Sensor Grid. A unique NB stream is
created for publishing sensor data and another one created for subscribing control
messages. SensorGridBroker obtains a reference to SGSensorView from the framework and
registers the SensorGridControlListener

7  The framework notifies that a new sensor has joined through the SessionListener interface

of SGSessionLogic (userJoined()).

N
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8 Invokes addSensor() of SensorManager. SensorManager caches down the sensor in
HashSet and its Policy in HashMap
9  Asks Grid Builder for SensorPolicy of the sensor through the GridBuilderBroker interface

(getPolicy())
10 FilterMonitor Thread will notify all application-clients the presence of new sensor if it matches

with the Filter. Please refer to section 3.4.4.3 for details

3.4.4.3 Periodic Filtering

SG periodically checks the status of sensors aretheh there are changes for each filter
defined by applications. Below shows the messauye. fl

SensorFilter String::sensorld

HashMaQ::clientld2Fi|ter| |HashMaQ::clientIdZSensorlds
Application
! ,»
<5 3
|CIientGridChangeListener SGClientView SensorManager| GridBuilderBroker
< nb: 4 f
|HashSet::on|ineSensors| Thread::FiIterMonitor|

Figure 3-29 Sensor Grid message flow during periodisensor filtering

1 Every 5 seconds, the FilterMonitor Thread performs a filtering sequence. For each registered
application-clients, the corresponding Filter object is obtained from a HashMap. Invokes
doFiltering() of SensorManager

2  Send arequest to Grid Builder acquiring a list of sensors which matches the filtering criteria
defined by the Filter

3 GridBuilderBroker returns a list of sensors fulfilling the criteria

4  Compare the list of returned sensors with the currently cached list of sensors for the
application-client. Notifies the application-client all changes by sending a
SENSOR_CHANGE message through a application-client specific NB stream

5 Updates the cached list of online sensors in HashSet. Invokes handleSensorChange() of the
registered ClientGridChangeListener (Sensor Change Listener)

6 ClientGridChangelListener notifies application client of sensor change. Application client
performs corresponding actions
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3.4.4.4 Application Client Joining A Sensor Grid (  SG)

When a sensor grid application client joins a segsd (SG), the message flow is
illusgtrated as follows:

<12
— [~ - -
Application ICI|entGr|dChangeL|stener|

L

ClientGri

HashSet::onlineSensors

v
AppletVCMain

HashMap::id2Policy]

8 4
o <+5
v
SensorPolicy HashMaQ::id2Resource|7 SGResource

Figure 3-30 Message flow when an application joire sensor grid

1 The application-client which implements the ClientGridChangeListener (Sensor Change
Listener) interface, instantiates an instance of ClientGridBroker (Application Client Broker)

2  ClientGridBroker initializes all parameters needed for the application to join the Sensor Grid,
including a generated client id which is unique to the system and client’s system
configuration, then instantiates AppletVCMain with all the parameters which tells the
framework to prepare for an application client. Sleep for 5 seconds.

3 A SGClientView is instantiated by the framework, which is responsible for message passing
between application clients, sensors and Sensor Grid. A unique NB stream is created for
subscribing messages from Sensor Grid (e.g. sensor change information). ClientGridBroker
obtains a reference to SGClientView from the framework and registers the
ClientGridChangeListener

4  The framework notifies that a new application client has joined through the SessionListener
interface of SGSessionLogic (userJoined()).

5 invokes addClient() of SensorManager. SensorManager initializes NB streams for
communication with application client

6  Registers application client’s ClientGridChangeListener. Invokes SGClientView's
startConnection()

7 Sends a START_CLIENT message with its client id

8 Forwards the request to SensorManager
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9 Creates a HashMap which maps the id of all online sensors to SGResource instances
wrapping the policy and status of the sensors

10 Sends a INIT_SENSOR message to the client, containing the created HashMap

11 Updates the cached list of online sensors in HashSet. Invokes handleSensorlnit() of the
registered ClientGridChangeListener

12 ClientGridChangeListener notifies application client of sensor change. Application client
performs corresponding actions

3.4.4.5 Sensor Publishing Data

After a sensor is deployed in a sensor grid, liead-stream of sensor data and metadata
will be published to the sensor grid. The messayye éf a sensor publishing data to the
sensor grid in which application clients could sulige to such live streams is illustrated
in Figure 3-31.

SensorClient ClientGridDataListener HashSet::Datal istener
SensorAdapter HashMap::sensorld2DatalListener|
v
3> 4—

|SensorServiceAdapter|—|SensorGridBroker

Figure 3-31 Message flow from deployed sensors tpg@ications in a sensor grid

SensorClient publishes data by calling publishData() of SensorAdapter

SensorAdapter forwards the data to SensorServiceAdapter by calling publishData()

SensorServiceAdapter forwards the data to SensorGridBroker by calling publishData()

The data is forwarded to SGSensorView

Broadcast the data through the unique NB stream for the sensor

For ALL the SGClientViews which has subscribed to this NB stream, locates all registered

ClientGridDataListeners (Sensor Data Listener) which has subscribed to data from this

sensor

7  For each ClientGridDataListener found, notifies it for data arrival by invoking
handleSensorData()

8 Notifies the application for data arrival

OO~ WNPE

3.4.4.6 Subscribing Sensor Data

Applications that implement the SCGMMS API coulde®e relevant live sensor
streams in the sensor grid by subscribing to them. message flow of an application
subscribes to live stream of a deployed sensdraa/s below in Figure 3-32.
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ClientGridDataL istener|

HashSet::DataListener

3—» 4—»

SGClientView

ClientGridBroker|

HashMap::sensorld2DataListener

Application

Figure 3-32 Message flow from a sensor grid to a bscribing application

1  After application client knows the presence of a sensor, it creates an instance of
ClientGridDataListener (Sensor Data Listener) for the sensor

2  call subscribeSensorData() and provides the sensor id and ClientGridDataListener as
parameter

3  Forwards the call to SGClientView

4  Register the ClientGridDataListener so that when sensor data arrives the listener will be
notified. If this is the first request of subscribing data from this sensor, subscribes to the NB
stream unique to the sensor

3.4.4.7 Setting a Filter

The design of SCGMMS suppots filtering of sensmasns in a sensor grid to facilitate
construction of UDOP for situational awareness. ifessage flow of an application
setting up a filter query is shown in

| SensorFilter |

ClientGridChangelListener|

HashSet::onlineSensors

SGClientView

HashMap::clientld2Filter SensorManager|

!

—

?
GridBuilderBroker|

SensorFilter

Figure 3-33 Message flow of filter setup in a sensgrid

1 Application client instantiates a SensorFilter object according to application-specific filter
criteria
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initiates a setFilter() request to ClientGridBroker, using the SensorFilter as parameter
Forwards the request to SGClientView

Sends a FILTER_MSG message to Sensor Grid through NB, together with the SensorFilter
object

Pass the SensorFilter object to SensorManager

Send a request to Grid Builder acquiring a list of sensors which matches the filtering criteria
defined by the Filter

GridBuilderBroker returns a list of sensors fulfilling the criteria

Compare the list of returned sensors with the currently cached list of sensors for the
application-client. Notifies the application-client all changes by sending a
SENSOR_CHANGE message through a application-client specific NB stream

Updates the cached list of online sensors in HashSet. Invokes handleSensorChange() of the
registered ClientGridChangeListener (Sensor Change Listener)

ClientGridChangeListener notifies application client of sensor change. Application client
performs corresponding actions

3.4.4.8 Sending Control to a Sensor

Some sensors do not only send live streams tososgnd. They could receive control
information from users or applications and respeitd sensor information that
corresponds to received control information. Thesage flow of an application sending
a control message to a sensor is illustrated inrEig-34.

1—» 2—»

Application ClientGridBroker SGClientView

<€:qu

<5 <4

SensorClient |—|SensorGridControIListener SGSensorView

Figure 3-34 Message flow of control messages fromplications to sensors in a sensor grid

w N

Application client invokes sendControl() of ClientGridBroker with the specified sensor id and
control message recognizable by the sensor

Forwards the request to SGClientView

Sends the SENSOR_CONTROL to the sensor through a uniqgue NB stream for the sensor
Forwards the control message to the registered SensorGridControlListener by
handleSensorControl()

Notifies SensorClient that a control message is received. The sensor client performs the
corresponding actions
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3.4.4.9 Disconnecting a Sensor

To disconnect a sensor, one of the ways is tots®gensor client program through GB’s
management console. The diagram below shows theagedlow of disconnecting a
sensor this way.

1—»
2

’—ISensorSewiceAdapter|

Disconnection request
received from Grid Builder

Q

4
)
X 4—»
SensorClient |—|SensorAdaQterListener SensorGridBroker,| AppletVCMain
<+6
<11 <+10
Application |——1C|ientGridChangeListener SGClientView HashSet::onlineSensors
4
[
o
=y
7—» 83—
SGSessionLogic [SensorManager|
HashMaQ::cIientIdZSensorIds| |HashMaQ::id2PoIicy HashSet::onlineSensors
— ——
String::sensorld SensorPolicy

Figure 3-35 Message flow when disconnecting a deptal sensor from a sensor grid

1 Adisconnection request is received from Grid Builder (please refer to session 3.3.5.2 for
details). processWxfDelete() of SensorServiceAdapter is invoked

2 Reports the running status of the associated sensor client program by sending a
Wxf_DeleteResponse message to SensorServiceAdapter. If the sensor client program is
running, go to 3. Otherwise, does nothing and exits

3  Invokes close() of SensorGridBroker

4  Notifies the framework to dispose resource allocated to the sensor by calling
allwWindowsClosed() of AppletVCMain

5 Notifies the associated SensorAdapterListener to terminate the sensor client program by

calling handleSensorStopRequest()

SensorClient disconnect all connections and exits

7  The framework notifies SGSessionLogic that the sensor has disconnected by invoking
userLeft()

»
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invokes removeSensor() of SensorManager

9 Removes the cached SensorPolicy and status for this sensor. For each application client,
removes the sensor from the cached list of sensors associated with it, then notifies the
application client by sending a SENSOR_CHANGE message through the unique NB stream
for the client

10 Updates the cached list of online sensors in HashSet. Invokes handleSensorChange() of the

registered ClientGridChangeListener (Sensor Change Listener)

11 CclientGridChangeListener notifies application client of sensor change. Application client
performs corresponding actions

3.5 SCGMMS Application Program Interface (API)

The SCCGMMS Application Program Interface (APIpals any third party application
to connect and utilize functions provided by SCGMMS8 application can do the
following through the SCGMMS API:

1. Obtains the policies and data of all sensors warehcurrently up and running

2. Selectively subscribes to sensors with their pedidulfilling filtering criteria
defined by the application

3. Sends control messages to sensors

4. Dynamically notified for new sensors which fultitie filtering criteria, and for
sensors which have been disconnected

To use the SCGMMS API, an application has to irtsiges an Application Client Broker
(ClientGridBroker) and implements the Sensor Chdrigner
(ClientGridChangelListener) interface. Moreover egas$br Data Listener
(ClientGridDataListener) has to be created for stibgg to data stream of each sensor.
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Sensor change
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Figure 3-36 SCGMMS Application Programming Interface
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Sensor Service Abstraction Layer (SSAL)

3.5.1 Overall Sensor Service Abstraction Layer Arc ___ hitecture

Computational
Service

Sensor Client Senzor Client
Program Program

/ Classes for Mormall 1V Classes for \
| Sensors | ?bmu1atimal Service #r

Sensor Service Abstraction Layer

Grid
Builder

Figure 3-37 A high-level architecture of the SensaBervice Abstractioon Layer (SSAL)

Sensor Service Abstraction Layer (SSAL) providesmmon interface for all kinds of
sensors. Sensor developers add new sensors to SE3MMritingSensor Client
Programs (SCP)which connects to SCGMMS through libraries in SSAL.

Internally, SSAL communicates with GB for sensomagement (e.g. creation,
registration, definition) and SG for run-time maeagent (e.g. data publishing, receiving
control messages).

In SSAL, sensors are categorized into two categorie

Normal Sensors — Sensors which take input fromreatenvironment. The input data is
external to SCGMMS.
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Computational Service — Sensors which do not tagatifrom the environment. Instead,
they take output of other sensors as input, perf@rious computations on the data, and
output the processed data finally

Functionalities of the two different categoriessehsors are supported by two different

sets of classes in SSAL. Some classes are shamgéddrethe two categories for common
functionalities.
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3.5.2 SSAL Architecture for General Sensor Service s

Sensor

Client
Program
start

control

r————"FF === Ty === _I
I I |
I Sensor : I
| Canirol | I |
: Listener \l\ i |
| |
I I Adapter !
I : P Stop :
|
| | |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| Sensor Service Adapter, I
' ()
' |

Cantrol messages
: : |
| |
| |
' |
: Sensor Service Alstraction Layer |
______________________________ -

Sensor Grid
Broker

SX0

Filter result, sensor policies
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Figure 3-38 A detailed SSAL architecture for generbsensor sercvices

Figure 3-38 shows the architecture of SSAL for gaingensors to be wrapped and
deployed as sensor services. The following sulmesgxplain the message flow for
some basic operations.
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3.5.2.1 Sensor Deployment

To deploy a sensor, the corresponding SCP hastantiate a Sensor Adapter which
notifies SCGMMS for its presence and data publighihalso has to implement a Sensor
Control Listener (for receiving control messages) a Sensor Adapter Listener (for
actions such as terminating SCP). The SCP carr d&iéhstarted by a way decided by the
sensor developer (e.g. run a .bat script), omtlm@aembedded in SCGMMS so that it can
be started by GB’s Management Console. For a metagldd message flow, please refer
to section 3.3.5 .

3.5.2.2 Data Publishing

SCP is responsible for collecting data from thesserand then publishes it through
Sensor Adapter. Sensor Adapter in turn forwardsi#ita to the corresponding Sensor
Service Adapter, and finally to all applicationatthave subscribed to its data through
SXO. For a more detailed message flow, please tefggction 3.4.4.5 .

3.5.2.3 Performing Actions on Sensor Client Progra  m

Sometimes the user may want to perform some actemsetely on the SCP, such as

pausing or terminating the SCP. SCP listens fadlaetions through Sensor Adapter
Listener. Currently, there is only one action supgubby SCGMMS — terminating the
SCP.
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3.5.3 SSAL Architecture for Computation as a Senso _ r Service
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Figure 3-39 A detailed SSAL architecture for compudtion as a sensor service

Architecturally SSAL for Computational Service camds SSAL for normal sensors and
SCGMMS API since it needs functionalities from bseities. Figure 3-39 shows SSAL
for Computational Service. You can observe thatmaments of the SCGMMS API are
integrated with components of the original SSAL anthe new modules to form the
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SSAL for Computation as a Sensor Service. Thenskia of SSAL to cover
computation as a sensor service significantly beaadhe applicability of the Sensor-
Centric Grid of Grids and eases the integrationest or legacy system of systems with
sensor-centric applications.

The following subsections explain the message flmvsome operations of
Computational Services.

3.5.3.1 Sensor Deployment

To deploy a Computational Service, the correspan@@P has to instantiate a Sensor
Client Adapter which notifies SCGMMS for its preserand for various sensor related
operations such as data publishing, subscribing fdatn source sensors and sending
control messages to source sensors. It also hagptement a Sensor Control Listener
(for receiving control messages) and a Sensor Addjtener (for actions such as
terminating SCP) as what normal sensors do.

3.5.3.2 Subscribe Sensor Data

Since Computational Services take input from offegrsors (source sensor), they have to
subscribe data from other sensors in a similar \wapplications. To subscribe data, the
SCP of a Computational Service has to invoke fonstiof Sensor Client Adapter which
in turn setup the connections through SXO. SCRdasplement the Sensor Change
Listener and Sensor Data Listener interfaces. Wihertbe state of source sensor
changes (e.g. online to offline) the SCP will béifredl through Sensor Change Listener.
Similarly SCP will be notified for data arrival thugh Sensor Data Listener.

94



4 Advanced User-Defined Operational Pictures

Besides providing a uniform integration framewask $ensors, services, grids, and grid
of grids by treating or wrapping everything as asee service, the SCGMMS design also
supports developing and deploying sensor-centrar{&fined Operational Pictures
(UDOP) applications for situational awareness.

4.1 UDOP Overview

This section provides a general description ofdoesmponents in UDOP and its
importance in real life application.

The purpose of UDOP is to enable a user to easdpse, create, visualize and share
decision-focused views of the operational environinfer decision-makers to support
accurate situation awareness and timely decisidangan a distributed net-centric
Command and Control (C2) environment. Operationgirenment refers to the
environment where stakeholders of an operationleesior example, the operational
environment of a stock holder is the entire stoekkat, where the operational
environment of a taxi driver is the roads, highwayanels etc. of the region he/she is
working.

In order to make accurate decisions in an operalti@mnvironment, we have to create
different operational pictures which give us sitoiatawareness in the operational
environment. Developing situation awareness imelii and expensive task which
involves massive amount of information collectionalata analysis. The information
collected has to be decomposed, analyzed and &gblmi produce useful operational
pictures.

UDORP allows the user to select what informatiobedncluded or excluded from the
operational picture using different filtering crige The filtering criteria are defined

based on user’s need and particular interest imwtrlel. The selected information can
then be presented, visualized and shared amostakéholders or the operational picture
using added value information products.

4.1.2 Why UDOP is Needed

UDORP is a kind of Information Management. Imagine karge amount of information in
the world. In different situations we only haveutiize a probably small subset of this
information. UDOP provides a systematic way fotaiextract the information and let us
be more aware of the current situation and abiedke accurate decisions based on the
extracted information.
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In our definition, the operational environment @rgposed of sensors. A sensor is a time-
dependent stream of information which has a getiadpacation. This definition is

broad enough to cover most of the information sesiia the world. Our proposed UDOP
architecture is shown in Figure 4-1. It consistd ddyers:

Military Logistics Financial
Applications Applications Applications

Application Layer

Messaging Sensor
Services Management

nformation Management Layer

Logical Sensor User
Location Grgu N Tvoe Defined
P P Properties
Meta Data Layer
Images RSS RFID Tags GPS

Sensor Layer

Figure 4-1 UDOP Architecture

4.1.3.1 Sensor Layer

The operational environment is composed of senSanssors provide raw data which is
captured dynamically from different environments.

4.1.3.2 Meta Data Layer

The Meta Data layer contains meta-data which desstihe properties of sensors, which
gives meaning to raw data collected from differssors. Meta-data makes information
filtering and decision-making possible.

4.1.3.3 Information Management Layer

This layer is responsible for transporting mességes sensors to applications. It
contains messaging facilities which support mutttpcol and net-centric
communications among sensors and applicationsdtpovides facilities for sensor
management, such as deploying and disconnectinggetisors.
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4.1.3.4 Application Layer

Application layer contains UDOP applications spkxotal for different operational
pictures. They select, present and share informatidained from lower layers.

4.2 The Role of SCGMMS in UDOP

SCGMMS resides in the second and third layer ofppaposed UDOP architecture. It is
a middleware which is responsible for collectinged@om all sensors in an operational
environment, and provides applications with suéfitiinformation on connected sensors
for creating different operational pictures usinQ@P approach. There are two types of
potential users of SCGMMS.:

Application Developers

Application developers are domain experts who dgveIDOP applications specific to
their domains. SCGMMS provides an Application ARiigh allows developers to
retrieve sensor data and meta-data from the sensors

Sensor Developers

Sensor developers are information providers what weamake available some raw
information for different applications to use. Thegve to connect their sensors to
SCGMMS through Sensor Service Abstraction Laye A\[SSSSAL requires sensor
developers to define the meta-data of their sersmthat applications can do filtering
according to this meta-data.

Financial
Applications

Military
Applications

Logistics
Applications

| Application Layer

: Infarmation :
Management —
: Layer Application AR :
_________________ -
: SCGMMS |
|
|
SSAL I
: Meta Data Layer | I
[ |
| |
| |
| |
| |
: Sansor Poal :
| |
| |

Sensor Layer

Figure 4-2 Role of SCGMMS
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4.2.1 How SCGMMS supports UDOP Development
Several generic core pieces of functionality aredeel to enable the UDOP capability.
They include:

1. Data accessnechanisms for building a UDOP from the outputsystems of
record using net-centric means

2. Visualization and presentationmechanisms to provide the requisite historical,
current, and anticipatory situation awareness

3. Data selection and filteringto create derived, added-value information products
from the raw data inputs and displayed data amti@ct insight based on the
content therein

4. Sharing and collaborationtools to enable shared situation awareness and
collaborative decision-making based on the decifonsed view created
through the UDOP

SCGMMS supports the development of UDOP applicationproviding data access and
selection functionalities which meet UDOP requiretse Applications which utilize
SCGMMS shall be able to achieve visualization avithboration with minimum effort.
The following sections describe how these functitiea are supported.

4.2.1.1 Data Access

One of the requirements of UDOP is to employ acesitric, loosely coupled and
standards-based data access mechanism. Data at&&SMMS fulfills all the
requirements. Logically SCGMMS provides a centedizperpetual session for
monitoring and collecting information from all sens, at the same time allows
applications to collect information according teithUDOP requirements. Physically all
applications and sensors are connected by a dittdlbrokering network which supports
messaging with various protocols through the irgermherefore, both sensors and
applications can reside in anywhere in the worl@émglinternet connection is available.
Detailed description of message flow between SCGM$4fsors and applications can
be found in section 3.4.1

In terms of standard compliance, the communicdiietveen SCGMMS and sensors is
SOAP compatible. Although the current implementatioes not take into account of
external communication with SCBGM through Web Sesinterface, it will be
supported in near future.
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Figure 4-3 Distributed Architecture for Data Access

Data Model

Most of the data are acquired through an evenedrimodel. Sensors in different geo-
spatial locations continuously publish data inte distributed brokering network.
SCGMMS helps routing the data to all connectediegipbns according to their UDOP
requirements. Applications are notified for eactadarival through data listeners.

Some sensors are capable of receiving requestsdppiications and perform some
actions in return. These actions are sensor-spe8ifime of them even take data from
other sensors and output processed data as response

Quality of Data
Quality of a data is essential for decision-makersnow the limitations in their
knowledge of some operational situation. It came&asured with the following aspects:

Correctness

Currently there is limited verification on the cectness of data received from sensors.
The collected data is just forwarded to applicaidirectly on its arrival. However,
SSAL requires each sensor’s property and its datadt to be well defined. This
guarantees the correctness of data. However, madicctivities such as impersonation
can not be detected in the current implementation.

Consistency
In terms of consistency, SSAL requires each piécata to be annotated with a

timestamp. The timestamp can be used by applicatmoheck for consistency and
timeliness of data. (e.g. discarding out-of-datendehecking order and frequency of data
arrival).
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4.2.1.2 Data Selection and Filtering

Each UDOP application is only interested in its aamain-related information
extracted from the large raw data pool supporte8 GEMMS. SCGMMS should

provide a flexible and efficient data selectionestle which can possibly support users
from very different domains. There are two mairtdeas in SCGMMS which makes data
selection flexible and efficient.

Classification

Classification is a set of meta-data associated @ath sensor describing the property of
the sensor and its data. Classification servefotteving functions:

5. Allows sensor developers to describe the charatiesiof sensors and what
service the sensor provides

Allow each sensor to be identifiable uniquely

Allow sensors with similar properties to be logigajrouped together

Allow application to differentiate different sensor

Allow meaningful visualization of sensor data aplgation side

©o~NO

Only with this meta-data decision makers are abldecide which sensor is under his/her
interest. SCGMMS requires every sensor to haveraraan set of properties. They
include:

Property Description

Sensor ID Each sensor has a unique ID for ideatiba

Group ID Sensors can be assigned to different édgoups for easier
management. Group ID identifies the group

Sensor Type Each sensor has a unique type

location Geo-spatial location of the sensor, incigdstreet, city,
state/province and country

historical Defines whether different pieces of daten the sensor are
temporally related to one another for give meaning

Sensor Control Sensors are able to receive antsreacontrol messages

User Defined Some properties which are specific to the sensodafined here

Property

As the number of supported sensors grows, theifitag®on scheme should be extended
to support more generic and extensive descriptiothe properties of sensors.

Filtering

Filtering refers to the action of selecting sendzsed on their properties defined in the
classification. Currently SCGMMS supports the aggdion of Union and Intersection set
operations on each of the sensor property defiméie previous section. Filtering
follows the request/response model where an apiglicdefines a “filter” which contains
set operations on different fields defined in trassification. The filter is then sent to
SCGMMS as request. In response SCGMMS repliespgpkcation with a set of sensors
which match the filter. The application can thebsuibe to data of these sensors
through the SCGMMS API.
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For example, if a decision-maker wants to locat&&S and RFID sensors in US or UK,
the corresponding query looks like:

sensorType=GPS N sensorType=RFID N location=US U
sensorType=GPS N sensorType=RFID N location=UK

The filtering format is defined by the ApplicatiéI. It is the application’s

responsibility to visualize the input of these ggerations using GUI for user friendliness.
Here is a sample GUI for the query above:

Sensor Filter

Sensor ID:

| |
Group ID:

| |
Sensor Type:

| -]
City:

AND OR

Filter to Apphrs

sensor Type=GPS

[AND] sensor Type=RFID
[AHD] city=US

[OR] sensorType=GP%
[AND] sensor Type=RFID
[AND] city=Hong Kong

Apphy Filter Reset

Figure 4-4 A sample GUI-based sensor selection fit

4.2.1.3 Visualization and Presentation

Visualization and presentation are application gjged he filtering mechanism of
SCGMMS is flexible enough to allow applicationsvtsualize and present data
according to their own UDOP. The classificationesole also provides meta-data so that
data can be visualized in meaningful ways.

4.2.1.4 UDOP Management

Given that data access is in a net-centric andluiséd manner, applications in different
parts of the world should be able to retrieve diaia sensors in a consistent manner.
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The applications itself can further utilize thisradtage to deploy operational picture
specific collaboration capabilities. In the nexttgan, we will introduce an application
which is built on top of SCGMMS supporting soplaated sharing and collaboration.

To allow a flexible way to manage UDOPs, SCGMMSutgrovide a UDOP
Management Service for creating, modifying, reusstgring and sharing UDOPs.
SCGMMS allows such service to be created at the@drayer of our UDOP
architecture by allowing a sensor to receive ardighi data from and to a specific
application.

Sensor Layer

Application

|
|
| Application
|
|

Storefretrieve  Storefretrieve
UDOPs UDOPs

N/

SCGMMS

Storefrefrieve | _ T

UDoP
Service

|
|
|
|
|
|
|
|
I Sensor Layer

Figure 4-5 UDOP Management

Figure 4-5 shows the overall architecture of agpian storing and retrieving UDOPs
from a UDOP Service through SCGMMS. The exact &chire and implementation of
UDOP Service will be discussed in section 4.3.

4.3 UDOP Service

UDOP Service is a UDOP management solution provile8BCGMMS and Sensor
Sharedlet together to illustrate how SCGMMS carpsupthe development of UDOP
applications.
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4.3.1 Overview

In Sensor Sharedlet, different operating pictuassloe created by:
1. Drag-and-drop sensors to the presentation area
2. Applying different filters

The goal of UDOP Service is to provide managementice for these operating pictures,
including creation, modification, removal and sgggaWe call these operating pictures
“UDOP Templates”.

4.3.1.1 UDOP Template

Within each UDOP Template, the following informatiwill be stored as attributes of the
Template:

UDOP ID
This is a label for identifying the UDOP Template.

UDOP Description

The description of the UDOP Template includes imfation such as general description
of the Template and what situation awareness tmsplate gives. The description will
be used for Template searching.

Presentation Info

This includes any presentation specific informasoh as which sensors are being
displayed in the presentation area of Sensor Slwr@e. the 4 panels), and in what
order they are being displayed.

Filtering Criteria
This includes the filtering criteria applied to thensor metadata.

Sensor Description
The user is allowed to write his/her own descriptio each of the sensors based on
his/her UDOP requirements.

A UDOP Template can be saved, loaded, modifieddaheted. Each time the Template
is modified, the old Template will be saved asdrigfor later retrieval.

4.3.2 Architecture

To cope with the architecture of SCGMMS, a UDOPv&geris implemented as a sensor.
It has to be deployed in one of the GB domainsljkstother sensors and communicates
with SCGMMS through SSAL.
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A single UDOP Service will be responsible for mangg number of UDOP Templates.
Each UDOP Template will be stored in internal ddtacture such as classes and hash
tables within the UDOP service.

UDOP Templates will be created in the Sensor Shetreghich will be saved/retrieved
to/from the UDOP service through sending controtsages and receiving sensor data.
The overall architecture is illustrated in Figuré.4

Sava/load Imgromptu

Persistent

1y uopesddy

UDOP  ——» Sensor
= SCOMMS Templates Sharedlet
Context)
Sendreceive data
f N
: | ( UDOFP ID \) (S_Ensur descriptiun)
' |
|
| : (UDCIP de'sd:riptiun) (Presentatiun |Hfﬂ>
] |
|
. '
|
' |
: uUDOP UDOP uDoP |
| Template Template Template |
| —nL_\_\
| ’
'-\ Chosen GB Domain / i L
-

Figure 4-6 UDOP Service Architecture

4.3.3 Detailed Description
In this section, the internal data-flow of perfongivarious UDOP management actions
on UDOP Service will be described in detail.

In the system standpoint, the UDOP Service isgusgnsor communicating with
SCGMMS through SSAL. Performing various managenaetibns is equivalent to
sending control messages to the UDOP service. USEDRces replies by sending data
back to the application clients. Figure 4-7 showesdeneral idea of UDOP management.
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Figure 4-7 System view of UDOP Template management

4.3.3.1 Saving a UDOP Template

Figure 4-8 below illustrates the dataflow of savaengDOP Template to UDOP Service.

SCGMMS

Sensor . UDOP
sharedlet 2 UDOP Service | —3. Template

Figure 4-8 Dataflow of saving a UDOP template to UDP service

1. The user created an operating picture in Sensor Sharedlet and decides to save it as a UDOP

Template. A “save” request is generated from the GUI.

2. The Sensor Sharedlet, which is already connected to a UDOP Service through Application
API, sends a control message with type “save” and corresponding detailis of the UDOP

Template as parameters of the message to the UDOP Service.

3. UDOP Service receives the message a registers the new UDOP Template within the Sensor

Client Program
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4.3.3.2 Retrieving a list of UDOP Templates

In Figure 4-9 we illustrate the dataflow of retiirey a list of UDOP Templates from the
UDOP Service. This process is automatic — mearagthe Sharedlet automatically
update the list by sending a query to UDOP Serfdacevery 5 seconds interval. Note
that the UDOP Service only replies Client A (thelagation which initiates the request)
with the UDOP Template list instead of broadcastimgresponse to all clients.

Sensor
sharedlet client SCGMMS
B

UDOP
Template

UDOP
Template

2.
Sensor
——1.—> sharedlet client UDOP Service
A
3.

UDOP
Template

Figure 4-9 Dataflow of retrieving a UDOP template fom UDOP service

Sensor Sharedlet generates a query request to the UDOP Service for every 5 seconds

A control message with type “get_list” is sent to the UDOP Service

UDOP Service replies with data of data type “UDOPData” to sharedlet client A. The Sharedlet
then update its GUI

wnh e

4.3.3.3 Opening a UDOP Template

After the Sensor Sharedlet has retrieved a listOP Templates, the reply message
actually contains details of each Template. To ap&emplate, the Sharedlet simply
read the retrieved data and load GUI accordingetmflate data.
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5 An Advanced Technology Demonstrations of
SCGMMS

5.1 Demonstrations of SCGMMS

Two technology demonstrations during the course@GEMMS development took place
in international symposium and conferences. Tt jlobally deployed live
demonstration of an early SCGMMS prototype wasupescomputing 2007 in Reno,
Nevada in November 2007. Another advanced teclgyalemonstration of a further
developed SCGMMS prototype was deployed globaliphelinternational Symposium
on Collaborative Technologies and Systems in Irv@aifornia in May 2008.

The demonstration scenarios are discussed here.

5.1.1 Demonstration of SCGMMS in Supercomputing 20 07

The first demonstration was an early version of $0G5. . A key illustration in this
demonstration was the integration and real-timerisgaof video and GPS sensors
streams globally in a message-based collaborappfication called Anaba Impromptu.
The objective was to support easy organizationsearation and visualizataion of live
video and GPS streams to enable rapid situationateness.

The demonstration operation environment compridetbur locations, which included
Reno (Nevada), where the Supercomputing Conferéook place, San Francisco
(California), Bloomington (Indiana University) amtbng Kong International Airport. In
this demonstration, a 4-location collaborative ggss1 which simultaneous, live streams
of video and GPS sensor data were streamed, nsiéitaand synchronously shared
among participants of the session, allowing eactiggaant to present her/his own video
and GPS streams while visualizing data from ak Mdeo and GPS in real-time and a
collaborative manner. The sensors employed ié&meonstration were:

1. Nokia N800: An Internet Tablet PC which has considerable camguower with
supports for both Wi-Fi and Bluetooth connectidhss also equipped with a camera
capable of capturing and publishing live H.263 widéream. Four Nokia N800 were
used.

2. GPS sensor:lt is a portable GPS receiver, which receives patial location
information (e.g., latitude, longitude, etc) froratallites. Four GPS sensors were
used.

Table 5-1 A sample sensor types and attributes tablused in Supercomputing 2007 demonstration

Sensor Type| Attributes

GPS - Time
- Latitude
Longitude
ID
Video/Audio - Video stream

Audio stream
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The base application used for the demonstratitimeig\nabas Impromptu collaboration
client which supports synchronous sharing of Webstatgams for video conferencing,
Voice over IP for audio conferencing, whiteboardgeiWbrowsing and any Windows
applications, among other features. The video genfang collaborative application
module called the Video sharedlet in the Improngbient was customized to support the
Nokia N800'’s H.263 video format. A “Map Demo” skdlet was implemented for
presentation and visualization of live, streamirgS3lata. Figure 5-1 illustrates when
the “Map Demo” was enabled, a drop-down menu wasahle for selecting which GPS
stream was to be presented. In this cacse, “SHBwvAs chosen and the four GPS
streams corresponding to the locations of the ¥adeo sensors (the Nokia N800 built-in
Webcams) from Reno (Nevada), San Francisco (CaldhrBloomington (Indiana) and
Hong Kong International Airport were displayed miategrated Google map. The
Google map was shared synchronously among alkpaatits in the collaborative session.

& Impromptu - Four Point Demo ‘;”E"gl

———

3 Reno SCO7
) Bloomington
Hony Kong

San Francisco

Figure 5-1 A map sharedlet shows live GPS stream$ gensor locations from all over the world

Figure 5-2, 5-3, 5-4 and 5-5 illustrate the viszatiion of individually selected GPS
stream for display in Impromptu Map sharedlet.
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Figure 5-2 A map sharedlet shows the live GPS streafrom Supercomputing 2007 (SC07) in Reno,
Nevada

Figure 5-3 A map sharedlet shows the live GPS streafrom San Francisco, California
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Figure 5-4 A map sharedlet shows the live streamdm Bloomington, Indiana

Figure 5-5 A map sharedlet shows the live GPS streafrom the Hong Kong International Airport
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5.1.2 Demonstration of SCGMMS in CTS 2008

A significantly improved SCGMMS prototype was derswated in the International
Symposium on Collaborative Technologies and SystémdMay 2008 in Irvine,
California. The entire architecture for the SerSentric Grid of Grids Middleware
Management System was designed and prototyped. tWheinterfaces, the Sensor
Service Abstract Layer (SSAL) API for sensor depels to “plug” their sensors into the
sensor-centric grid of grids, and the SCGMMS ARIdpplication developers to leverage
sensor streams that are traveling or queued ugeigrid.

Key demonstration objectives were to illustrate ¢éase of use of SCGMMS to develop,
deploy, management, organize, present and visuabiaborative geo-coded, sensor-
centric grid applications with UDOP/COP capabittiefhe demonstration scenario as
depicted in seamless virtualized and integratedailp distributed sensors and other
distributed resources such as modeling and sinoaigitior computations uniformly into a
single system — a sensor-centric grid of grids.

The demonstration comprised of 3 locations — Infi@alifornia), Bloomington (Indiana)
and Hong Kong. The sensors employed were:

GPS sensor:lt is a portable GPS receiver, which receives pgatial location
information (e.g., latitude, longitude, etc) froatallites.

PC Web-camera sensorPC compatible web-cameras are available for caggtur
high quality video stream capturing.

RFID sensor: The Mantis RFCode M220 reader and RFCode M10@eattgs
are used. The reader senses information about R&g® such as the signal
strength, motion, temper and panic and encapsulagemformation in tag event
messages.

Lego Robot: We used the Lego Mindstorm NXT robots as sensworeta for our
application. Two types of robots were assemblednie @ a humanoid called
Alpha Rex and the other a vehicle called Tribot. \iMeplemented eight
environmental sensor types on the three Lego rofdis environmental sensors
were Ultrasonic, Sound, Light, Touch, Gyroscopem@ass, Accelerometer and
Thermistor. The Lego robots can also respond asructed by taking
programmable commands from any collaborative segsasticipants.

Wii Remote sensor:A Wii Remote is normally used as the primary colér for
Nintendo’s Wii console game. A Wii Remote can detefrared sources and
determines their positions. In this case, a Wii BeEnwas enabled via the SSAL
to become a sensor service and deployed to a seestic grid. In the
demonstration a Wii Remote sensor was primarilyduse control any Lego
robots deployed to the sensor grid, independethiie@fieographic locations of the
respective robots. A Wii Remote sensor could alstect infrared sources and
publish their relative locations to a sensor grid.

Video Edge Detection (VED) sensoVED is a video processing algorithm that
performs real-time detection of object motion ided streams and highlights the
motion area by drawing a minimum rectangular boagdiox around it.
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The demonstration scenario is depictedigare 5-6

ANABAS, INC.,

Figure 5-6 SCGMMS Multi-location, multi-robot, mult i-sensor demonstration scenario
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In Irvine, a GPS sensor, a Wii Remote sensor, dbRéader sensor and multiple RFID
tags, a VED sensor and 2 Lego robots — a Tribotaaddmanoid each carrying multiple
Lego sensor types were deployed. In BloominghoBPS sensor, a VED sensor and a
Webcam video sensor were deployed, while in Hongdka GPS sensor, an RFID reader
and multiple RFID tags, a Webcam video sensor doeba robot — a Tribot carrying
multiple Lego sensors were deployed.

Even though several sensor-bearing robots, anduwsaphysical and software sensors
were deployed and geographically dispersed, aljdographically dispered participants
in an Impromptu sensor-centric collaboration sessiere able to collaborate, access,
exchange, organize, present and visualize all setigaming data freely and easily as if
all the sensors and patrticipants were in the sdate @nd on a single computer system.
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Figure 5-7 GPS and video sensor streams from Irvinand Bloomington

Figure 5-7 depicts that while many different sertgpes and sensor were deployed as
could be seen on the scrollable sensor list omigie hand side of the Impromptu client,
a user of the system decided to dynamically creaiser-Defined Operational Picture by
selecting and organizing the presentation and {rmien of four sensor streams — video
stream from Bloomington, Indiana on the upper lefpping of GPS sensor stream from
Bloomington, Indiana on the upper right, video atnefrom Irvine, California (CTS 2008
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site) on the lower left and mapping of GPS streamflrvine, California on the lower
right. The video stream from Bloomington showedining clock while the video
stream from Irvine showed a Lego Humanoid robahendemonstration site.

As shown in Figure 5-8, a user of the system coeat®ther User-Defined Operational
Picture on-the-fly and shared it with all otherlabbrative session participants, this time
by selecting to organize and present the visuazaif the video and GPS streams from
Irvine on the upper left and right, and the vided &PS streams from Hong Kong on the
lower left and right.
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Figure 5-8 GPS and video sensor streams from Irvinand Hong Kong

A new UDOP that depicted an operational picturé&elgtfrom sensor sources from

Hong Kong is shown in Figure 5-9. On the upper, ki data from the Webcam video
sensor that was pointed at the operational enviemtiof a Lego Tribot robot in Hong
Kong in an area with an RFID reader and ten RFU3 f@aced on top of a red jar was
streamed live to the sensor-centric grid and silsdby the Impromptu client. On the
upper right was the visualization of the live ditan the four sensors carried by the
Lego Tribot on its left. The Lego Tribot carried ditrasonic sensor to measure distance,
Sound and Light sensors for sound and light intgn&lyroscope sensor to measure the
rate of rotation of the Tribot over time. On thever left was the visualization of RFID
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signal strength data streams from ten RFID tagsameighborhood of the RFID reader,
and on the lower right was the live GPS locatioaash indicated on a Google map.
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Figure 5-9 A UDOP dynamically created from remote snsor streams

In the UDOP that is shown in Figure 5-10 the vigaaion of the live video stream from
Hong Kong was placed on the upper right. The moverokthe Lego Tribot in Hong
Kong was remotely controlled by the Wii Remote semeployed in Irvine. As the Lego
Tribot was remotely controlled via the sensor-dergrid to roam around, the live video
stream from the Webcam pointing at the Tribot wadticasted in real-time via the
sensor-centric grid transport layer, Narada Brokgrio the Video Edge Detection (VED)
sensors deployed in Irvine and Bloomington. Théionedetected, live video streams
from the Irvine and Bloomington VED sensors werawdtaneously shown in the lower
left and right of the UDOP, respectively. The siale updated rectangular bounding
boxes represented the areas where motion was elgtadive video streams.

In this UDOP, the Wii Remote sensor that was usadimotely control the Hong Kong
robot also detected infrared sources in the Ird@@monstration site. The two relative
locations of the two detected infrared sourceswshas two red dots, were selected for
display on the upper right of the UDOP.
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Figure 5-10 A video, Wii Remote and motion edge dettion operational picture

In Figure 5-11 a UDOP about the environmental sibnan the Irvine demonstration site
was dynamically created. On the upper left the-TCRag signal strength streams were
displayed live while on the lower left the streamfislata from the three active sensors —
Sound, Light and Gyroscope sensors - carried byrtiree deployed Lego Tribot robot
was shown. On the upper right, and the VED sersdntas deployed in Irvine detected
motion in the video stream from Irvine. The motamea was shown as a rectangular
bounding box on the lower right. Even though the tabots were not in motion at the
time, the minimum rectangular bounding box showethée VED output stream on the
lower right of the UDOP indicated that the two pleogt the far end of the demonstration
site were moving.
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Figure 5-11 A UDOP for situational awareness arounthe Irvine demonstration site

The next two figures illustrate the situational asveess capability of the SCGMMS
prototype includes the awareness of disconnectmirees. Figure 5-12 shows the same
environment situational awareness UDOP similah&t of Figure 5-10 but on the sensor
list on the right hand side, it also alerts in gedisconnected GPS sensor in Irvine.
current implementation, SCGMMS updates sensorstatary few seconds.
13 the sensor list illustrates that the Lego Hundhaad Tribot and GPS sensor in Irvine

were disconnected from the grid.
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Operational Picture

The operational picture is composed by some opessatdo are located in different geo-
spatial locations (e.g. US and Hong Kong). Theyehavcollaboratively control two
NXT robots in two remote locations in order to tafeeious environmental data of that

location.

5.2 A Sample lllustration of Using SCGMMS APl forU DOP
Applications

After CTS 2008 SCGMMS was further improved to suppiee concept of hierarchical
sensor groups and advanced UDOP capabilities imgudDOP service management —
create, delete, update with annotation and trackfrigDOPS.

A sample UDOP application with sensors deployedygguhically similar to that of the
demonstration in Supercomputing 2007 (Reno, Sanciseo, Bloomington, Hong Kong)
was created to illustrate the new capabilities.ikénthe demonstration in
Supercomputing 2007 Lego robots and RFID sensors agded this time.
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Figure 5-14 A collaborative UDOP user-interface
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Figure 5-14 above shows the application which isetiged based on the UDOP
requirements defined. It is composed by 4 main arepts:

Sensor Hierarchy

On the right hand side all sensors in the operatienvironment is shown in hierarchies.
The current implementation pre-defines the groumtybutes. Future enhancement
could support user-defined hierarchies.

Each of the sensors provides a stream of raw Déffarent types of sensor are displayed
by different icons. Sensors which are closely ssldbgether with each other can be

grouped together for easy manipulation and navagatiotice that the application
obtains the type and relationship among sensotségeading the metadata which

defines the properties of sensor.

Presentation Area

The presentation area contains four panels; eattteof can display data from a sensor.
In order to display data of a sensor, the usetddsag and drop the icon of the sensor

from the sensor list to one of the panels.
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Figure 5-15 A UDOP composed by selecting from an &nsible list of sensor streams

120




Figure 5-15 above shows data of two NXT robotssigdal strength collected by an
RFID reader visualized through 2D plots, progress land virtual compass.

Participants
The application itself is supports collaborationcgug multiple participants. Every

participant shares a common view on the operatipictiire using a strictly synchronous
model. All participants are displayed in the lowedt hand side of the screen.

Switching Operational Pictures

Given that the operational picture is already deint can be further broken down into
smaller operational pictures which serve diffefgntposes in the main operational
picture. On the top left hand side there is adistontrol buttons. Each of them supports
one of the types of live operational pictures. &mmple, the “Video” control button is
used to display the web-cameras of all the opesgtagure 5-16).
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Figure 5-16 A Video Sharedlet shares four live feedfrom four different cities

The “GeoSpatial” control button is used to showdbe-spatial locations of all operators
and sensors. In this case, as is shown in Figurg Beal-time locations of GPS sensor
streams are displayed and shared on a 2D worldo@asgd on Google map.
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Figure 5-17 A Geo-spatial sharedlet integrating relatime GPS sensor streams

The applications can be evaluated with the follgadasic UDOP capabilities —
distillation, transformation and aggregation.

Distillation

The “drag and drop” and filtering mechanism of #pplication allows the user to focus
on a specific item of interest within an operatigpiature, while keeping items not of
principal interest hidden. A user can even empleaséta from a single sensor by double-
clicking one of the 4 panels and get full-screespldiy. Figure 5-18 is a full-screen
display of RFID signal strengths after clickingthie upper right panel in Figure 5-15.

The presentation of focused sensor is optimizeddas nature of the data. Without
meta-data support of SCGMMS, distillation of dataniuch harder.
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Figure 5-18 A UDOP shows and shares RFID signal €ngth of ten active RFID tags
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Figure 5-19 A UDOP shows the geo-spatial locatioms$ deployed robots and an observer
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Transformation

The application supports transformation of dateeeed from a particular sensor. The
transformed data is more suitable for consumptipadime special target audience.
SCGMMS supports this kind of transformation by pdavg “service-oriented sensors”.
This type of sensor does not read environmental lohaitself. Instead, it takes data
stream from another sensor based on user requédtaamsforms the data based on the
nature of service it provides. The transformed dataturned to the target audience in a
real-time stream.

The figure below shows two video streams captusetivo Nokia N80O Internet Tablet
PC and their corresponding processed video stredmech emphasize the moving region
in the captured video.
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Figure 5-20 Transformation of live video into liveedge-detected video

Adggreqgation
The application supports aggregation of data framtiple sensors into a single view. A

sample application of aggregation is to displaydeim sensors which are attached to a
specific NXT Robot.
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Figure 5-21 below shows the aggregated view of & IR8bot with all sensors attached
to it. In this case, the sensors are the four NXbdR sensors, an attached GPS sensor, a
Webcam video sensor and a VED (Video Edge Detectiensor.
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Figure 5-21 Aggregated view of an NXT Robot

Figure 5-22 to 5-25 illustrate other on-the-fly stmcted UDOPs simply by drag-and-
drop of sensors deployed to the presentation panels
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6 Conclusions

We have designed and built n Enabling and Extea<ilolllaborative Sensor-Centric Grid
Framework that supports UDOP/COP using SensaaS@6as a Service). The key
Software Systems and Modules are ready for usenmodstrating layered Sensor Grids
and in adding new sensors and filter modules.dgndaof grids context, we integrated the
following component grids:

Sensor display and control. Here a sensor is adiependent stream of
information with a geo-spatial location. Note thattatic electronic entity is a
broken sensor with a broken GPS! i.e. a sensoitacthre applies to any
electronic entity.

Filters for GPS and video analysis (Compute or $atian Grids)

Earthquake forecasting

Collaboration Services

NetOps Situational Awareness Service

Features of SCGMMS include:

An API for third-party legacy or new applicatioresdasily acquire grid
situational awareness.

An API for sensor developers to easily integratesses with collaboration sensor
grid to enhancement situational awareness.

A Grid Builder Management System to build, deploptnenanagement, monitor
sensor and general grids.

Examples of integrating filter (compute) and codleddion grids with Sensor
Grids in Grid of Grids scenario

A NetOps Situational Awareness Sensor-Grid Demertli

An Impromptu Sensor-Grid Demo Client with support YyDOP and Earthquake
Science.

Our project reached several important conclusions:

1.

Grid technology supports layered sensor networkls ngh performance using
approximately MN/1000 brokers for M small (i.e. guzing messages of size less
than 10 kbytes each) sensors producing an avefdgenessages per second
The Sensor Grid can be integrated with a collabaatecision support
environment

General filters can be defined as Grid services

The Grid framework supports a broad definition@figor that includes any
device that receives and returns information; destrated devices include
environmental sensors, GPS, RFID, Robot and Gamieatiers and audio/video
devices

The Sensor Grid can be integrated with the NetOgtsvbrk Operations tool; this
integration is possible through well defined ses\iitterfaces

The Sensaa$S (Sensor as a Service) approach issfut@lowing architectural
integration of sensors in Grids with SaaS (Softveer@ Service) used for other
capabilities
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10.

11.

12.

13.

14.

We successfully followed the significant changesammercial distributed

middleware and correctly focused on key conceps @i services and message

oriented middleware) that are still central

We identified importance of hierarchical topicdfwe publish-subscribe

infrastructure and implemented in core technologfyrtot in Sensor Grid

We were able to integrate portable VPN softwamitigate impact of firewalls

and provide additional security; limitations in emt open source VPN software

prevented useful deployment in sensor Grid

Sensor grids of similar architecture can suppoi® Dayered sensors as well as

non military applications such as Earthquake andrBnmental sensor networks

Security model developed and tested in point tosaigisag with modest

overheads. However we did not tackle collectivauggcfor optimal support of

layered sensors

It is straightforward to integrate Geographicabimhation Systems including

Google and Microsoft clients as well as OGC (Opewngpatial Consortium)

services such as WFS Web Feature Service whichxteaded from batch to

streaming mode

Our current deployments do not have sufficient di&ffic to stress our Grids, We

have developed several performance enhancemer@®3Grservices that could

be important in future

Two key enhancements developed for Impromptu cotkion grid

o Collaborative groups supporting sub grids and conitias of interest

o Hybrid shared display allowing dynamic choice ofleo to be used when
sharing applications
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7 Recommendations

The Anabas Grid of Grids Net-centric framework ptgpe for building, deploying and
managing general sub-grids has been developedhatiuccessful delivery of an
enabling collaborative sensor-centric grid midclesvas a testbed to support the
exploration and operational demonstration of tisgovi of Layered Sensing with robust
collaboration and trust capabilities. The collattive sensor-grid middleware enables
easy integration with any systems or systems désyson one end and extensibility of
sensor and computational services on the othdlefable aggregation and collaboration
of multi-dimensional global operational picturesldrustworthiness. This progress
allows us to suggest several follow-on activitiegded into broad areas — Layered
Sensor Grids, Trusted Sensing, Grid of Grids anchi@ercialization. We give details in
these areas below.

Layered Sensor Grid (i.e. collections of sensors)

» Extend current point to point security model to support collections and
layers of sensors

* Investigate collective trust algorithms and services that use cross
validation to enhance trust and concatenate trust, reliability and other data
from sensors. One important set of services involves a database of trust
metrics (as a set of time series) linked to services to analyze them (say
using Hidden Markov methods) to give an estimate of current trust and
projected reliability i.e. future trust.

» Design and develop sensor management services that can be used to
task coordinated groups of sensors. These would use Grid workflow for
coordination.

» Exploit new hierarchical topics in secure messaging subsystem

» Integrate other related systems such as NetOps and XCAT with layered
sensors as a particular Grid within the Grid of Grids.

* Investigate a Web 2.0 style interface for users to define layering and
additional resources of interest for their UDOP

Trusted Sensing (at level of individual sensors)

* Work with AFRL on extending capabilities of existing sensors such as
RFID, GPS, Lego Robot-based, Wii, Nokia N8xx, Web-cams. Explore
addition of other generic (non military) types such as cell phones,
RSS/Atom feeds, Blogs and Twitter.

» Work with AFRL on supporting new sensors and new trust mechanisms
with associated services and metadata. Extend the Anabas sensor
framework SensaaS as needed and support implementation of sensors in
testbed. This work includes extension of capabilities of current sensors.
We expect most work on individual sensors and their trust will be
performed by others and our responsibility will be common collective
services (second item in Layered Sensor Grid topics above) and
supporting the integration of this other work into Grid of Grids
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Identify new sensor related services of interest to AFRL; for example
particular data fusion or analysis algorithms for sensor types of interest.

Grid of Grids

Investigate security architecture needed to support trusted sensor grid
including cloud deployment. Deploy enhanced framework.

Investigate fault tolerance architecture needed to support trusted sensor
grid including cloud deployment. Deploy enhanced framework.

Investigate systematic use of virtual machine technology (Xen, VMware)
for Grid service deployment. This complements Grids that virtualize
system by virtualizing hosting nodes and allow a more powerful Grid
builder model. The performance implications would be initial research
Research Cloud Implementations of Grid Components I: Extend Grid
Builder to deploy Grid Components on Clouds — including Amazon EC2
and small NSF TeraGrid cloud available to us.

Research Cloud Implementations of Grid Components Il: Measure and
evaluate performance impact of cloud — especially on messaging
substrate. Look at impact of federated clouds with different components of
a given Grid deployed on different clouds.

Add high performance metadata service based on WS-Context to those
supported by Grid Builder.

Quantify with AFRL guidance the “timeliness” of systems i.e. the
performance of system measured in a simulated environment with
characteristics similar to that expected in DoD use. The initial task here is
defining and implementing the simulated environment with realistic
bandwidth and latency characteristics. Measuring impact of trust
mechanisms on performance would be a focus.

Develop an Intranet Web 2.0 annotation service allowing tagging of
services and electronic resources developing a rich user customizable
environment. This environment can be searched to retrieve services and
documents of interest to user. Tags are stored as part of system metadata.
The Grid Builder will deploy Grids based on discovered services and
electronic resources. Provide a secure Facebook style user profile
compatible with Open Social Interface.

Deploy a small cloud attached to AFRL Testbed. This involves
investigating various laaS (Infrastructure as a Service) and PaaS
(Platform as a Service) software environments and installing on a small 4-
8 node cluster.

Develop a report surveying sensor nets, webs and grids in other
communities including commercial (e.g. Microsoft Ocean network, Nokia
cell phone), government (e.g. Ubiquitous City project in Korea) and
academic projects (as many NASA sensor web projects, personal health
monitoring).

Commercialization
We intend a three-prong strategy:
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* Work with Ball and AFRL to get input for DoD appditton requirements for an
integrable Grid situational awareness product.

» Harden SBIR result prototype to seek In-Q-Tel tgp&unding to commericalize
and customize the prototype for Home Land Secaptications.

» Commercial mobile solution applications for sociatworks with large number
of sensors like the iPhone or Google phone.
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9 Appendice

Appendix A - User Guide for Sensor Developers
A.1 Overall SSAL Architecture

Sensor Client
Program

Sensor Service Abstraction Layer

Figure 9-1 Sensor Service Abstraction Layer

One of the major objectives of SCGMMS is to alleemsor developers to create and
connect their own sensors to SCGMMS so that itbeaatilized by all applications based
on their UDOP requirements.

Sensor Service Abstraction Layer (SSAL) provides@mmon interface for all kinds of
sensors. Sensor developers add new sensors to SEdMritingSensor Client
Programs (SCP)which connects to SCGMMS through libraries in SSAL.

So basically sensor developers write SCPs whitheisoftware bridge for connecting
SCGMMS with the actual sensors. A sensor develsipeuld have programming
experience using J2SE in order to use SSAL effelstiv

A.2 System Requirements
SSAL is written in Java. We recommend using Jav® SBK for SCP development

using the SSAL.

Here is the recommended System Requirement for fi€hwuns application developed
through the Application API

* Pentium IV 3.0 GHz Processor or above

+ 512 MB RAM
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* Sun Microsystems Java Runtime Environment 1.5&bove

A.3 Libraries

SSAL consists of a set of jar fileBhey include all class files necessary for
communication with SCGMMS. To use it as externaldry, make sure that the file is in
the CLASSPATH during compilation.

A.4 Detailed Descriptions
This section provides detailed descriptions on howse different classes in SSAL to

construct a SCP for connecting the sensor and SCGMM

A.4.1 Sensor Definition
To make the sensor understandable by SCGMMS, rdtettiing is to define properties of
the sensor in a SensorProperty object.

Table 9-1 A sensor property object

SensorProperty

Field: Description

String sensorld A string which helps identifyingtbensor. Different from the
unique system-generated id

String groupld A string which identifies the nanfdagical group which the
sensor belongs to

String sensorType A string which represents the tfpsensor (e.g. “GPS”). A list

of predefined types are defined as static variabletass
PredefinedType (e.g. PredefinedType.VIDEQO)

int sensorTypeld An integer which helps identifythg sensor type. Application
has to compare this together with field sensorTgpeniquely
identify the type of a sensor. A set of predefirasican be
found in class PredefinedType (e.g. GPS_ID)

String location A string which represents the gpatsl location of the sensor
(e.g. United States, California). A list of preafd locations
can be found in class PredefinedLocation. All pfieeel
locations are associated with a latitude-longitcoerdinate in
the world map

boolean historical Whether sensor data has tinee-oiependence with one
another

int[] sensorControl An integer array which iderggiall control messages
understood by a sensor. Each control messagerissesged by
an integer

String(] An array which contains textual description of whath

controlDescription[] | control message represents. Shall align with s@wstrol array|

String For any other properties of the sensor, they cgoubdere as

userDefinedPropXml | XML string. SSAL also allows sensor developersreate a
class which extends UserDefinedProperty. This atassbe
serialized into xml string using
SensorClassificationUtil.userDefinedPropertyToXml()
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All these fields have to be defined as parametetiseé constructor of SensorProperty.
Now we are going to see how to define the Senspdrtp of a NXT Humanoid Lego
Robot, which has the following properties:

1. The robot comes with a software interface whichnemts the robot with a PC
through Bluetooth. User has to provide the Bludtamtdress of the robot in order to
connect it with the interface

2. There are several types of NXT robots each hasréift physical form and perform
different actions according to received control sages. Humanoid is two-legged
model with 2 arms. It takes control messages toeriomvard and backward with
legs and swing its arms continuously

3. Each robot has 4 input ports which allow 4 différgmpes of sensors to be connected,
including light, touch, sound, ultrasonic, compdes)perature and gyro sensors.

Defining Sensor Type
Firstly let define the String and integer whichaurely identifies the sensor type of NXT
robot.

String sensorType = “NXT ROBOT”;
int sensorTypeld = 0O;

Defining User-defined Properties

As there are some properties of the NXT robot #inatquite specific, they have to be
defined using the userDefinedPropXml String. I thibsection we are going to
demonstrate how to write a class which represesgsdefined properties by extending
class UserDefinedProperty.

First of all, define a class which holds all conssaneeded for better code management.

import java.util.HashMap;

public class RobotConstants {
/I To add a support of sensor, please add it to t he end
/I Its description must be added to PREDEFINED_RO BOT_SENSORS as well
public static final int SENSOR_INIT_IDX = 0;
public static final int NONE = SENSOR_INIT_IDX;
public static final int LIGHT = 1,
public static final int TOUCH = 2;
public static final int SOUND = 3;
public static final int ULTRASONIC = 4;
public static final int COMPASS = 5;
public static final int TEMPERATURE = 6;
public static final int GYRO = 7;

/I To add a support of robot type, please add it to the end
/l and change TYPE_END_IDX
/I Its description must be added to PREDEFINED_RO BOTS as well

public static final int TYPE_INIT_IDX = 100;
public static final int HUMANOID = TYPE_INIT_IDX;
public static final int TRIBOT = 101;
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public static final String[] PREDEFINED_ROBOT_SEN SORS = new

String[[{"None", "Light", "Touch", "Sound", "Ultras onic", "Compass",
"Temperature", "Gyro"};
public static final HashMap ROBOT_SENSOR_2 ID =n ew HashMap();
static {
for(inti=0;i < PREDEFINED_ROBOT_SENSORS.le ngth; i++) {

ROBOT_SENSOR_2_ID.put(PREDEFINED_ROBOT_SENSOR SJi],
SENSOR_INIT_IDX + i);

}
}
public static final String[] PREDEFINED_ROBOTS = new
String[{"Humanoid", "Tribot"};
public static final HashMap ROBOT_TYPE_2_ID = new HashMap();
static {
for(inti=0;i < PREDEFINED_ROBOTS.length; i ++){
ROBOT_TYPE_2_ID.put(PREDEFINED_ROBOTS]i], TYP E_INIT_IDX +i);
}
}

}

The next step is to define a class which extenadsifinedProperty which holds
specific details of the robot defined by constantRobotConstants.

import
com.anabas.sensorgrid.classification.userdefinedpro p.UserDefinedPropert
M
public class RobotUserDefinedProperty extends UserD efinedProperty {
// Bluetooth address for connecting to physical r obot

private String btAddress;

/I the type of NXT robot, e.g. Humanoid, Tribot
private int robotType;

Il type of sensors connected to the ports
private int[] ports;

public RobotUserDefinedProperty(String btAddress, int robotType, int
portl, int port2, int port3, int port4) {
this.btAddress = btAddress;
this.robotType = robotType;
this.ports = new int[4];
this.ports[0] = portl;
this.ports[1] = port2;
this.ports[2] = port3;
this.ports[3] = port4;
}

public String getBtAddress() {
return btAddress;

}
public int getRobotType() {
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return robotType;

}

public int[] getPorts() {
return ports;

}
}

Defining Sensor Control

NXT Humanoid robot takes 5 different controls meesafor leg and arm movements.
We define a class which contains an integer awapdlding integer value of control
messages and a String array for description ofdimérol messages. They will be passed
to SensorProperty as parameters during construction

public interface NXTHumanoidControl {
public static final int MOVE_FORWARD = 0;
public static final int MOVE_BACKWARD = 1,
public static final int STOP_MOVING = 2;
public static final int MOVE_ARM = 3;
public static final int STOP_ARM = 4;

public static final int[] control = new int[[{
MOVE_FORWARD,
MOVE_BACKWARD,
STOP_MOVING,

MOVE_ARM,

STOP_ARM};
public static final String MOVE_FORWARD_DESC ="M ove Forward";
public static final String MOVE_BACKWARD_DESC =" Move Backward";
public static final String STOP_MOVING_DESC ="St op Moving";
public static final String MOVE_ARM_DESC = "Move Arm";
public static final String STOP_ARM_DESC = "Stop Arm";
public static final String[] controlDesc = new St ring[{

MOVE_FORWARD_DESC,
MOVE_BACKWARD_DESC,
STOP_MOVING_DESC,
MOVE_ARM_DESC,
STOP_ARM_DESC};

}

Defining SensorData

Different type of sensor gives output with differeharacteristics and format. To allow
applications decoding data from different senséfexgvely, each type of sensor are
required to have a class extending
com.anabas.sensorgrid.classification.senordata.Sens orData
which defines the properties of data the sens@sgiv

Here are classes for some of the NXT robot sensors.

NXTSensorData
/I all NXT sensor data class extends this class
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public abstract class NXTSensorData extends SensorD

public NXTSensorData()
{

}

public NXTSensorData(long timestamp)
{

super(timestamp);

}
}

NXTCompassData
/I data class for compass sensor
public class NXTCompassData extends NXTSensorData{

/I degree of compass
private int data = 0;

public NXTCompassData()
{

}

public NXTCompassData(long timestamp, int data)
{

super(timestamp);
this.data = data;

}

public int getData()
{

return data;

}
}

NXTTemperatureData
/I data class for temperature sensors
public class NXTTemperatureData extends NXTSensorDa

/[ temperature in degree celcius
private float data = 0.0f;

public NXTTemperatureData()
{

}

public NXTTemperatureData(long timestamp, float d
super(timestamp);
this.data = data;

}

public float getData() {
return data;
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}
}

NXTRobotData
import java.util.Vector;

/I this class holds data of all robot sensors as a
public class NXTRobotData extends SensorData{

private Vector<NXTSensorData> sensorDataList = ne
Vector<NXTSensorData>();

public NXTRobotData()
{

}

public NXTRobotData(long timestamp)
{

super(timestamp);

}

public void addSensorData(NXTSensorData data)
{

sensorDatal.ist.add(data);

}

public Vector<NXTSensorData> getSensorDataL.ist()
{

return sensorDatalL.ist;

}
}

Putting Everything to SensorProperty

single entity

Now we have enough definitions to create a Senepd?ty object for NXT Humanoid
robot. Suppose we want to deploy the robot withftlewing details:

sensorld = “Humanoid”

groupld = “demo”

sensorType = “NXT ROBOT”
sensorTypeld =0

location = “US”

historical = true

Bluetooth address = 00165302ea7c
Robot Type = “Humanoid”

©CoNoOA~WNE

Robot attached with touch, sound, light and ultn&ssensors

The following code should create a SensorPropdijiod with these details:

RobotUserDefinedProperty robotProperty = new RobotU

"00165302ea7c",
RobotConstants. HUMANOID,
RobotConstants. TOUCH,
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RobotConstants.SOUND,
RobotConstants.LIGHT,
RobotConstants.ULTRASONIC

);

SensorProperty property = new SensorProperty(
"Humanoid",
"demo",
"NXT ROBOT",
0,
"us",
true,
NXTHumanoidControl.control,
NXTHumanoidControl.controlDesc,
robotProperty

A.4.2 Start Connection

To deploy a sensor, the corresponding SCP hastantiate a SensorAdapter object
which notifies SCGMMS for its presence and datalipbimg. The constructor of
SensorAdapter takes three parameters:

Table 9-2 A sensor adapter objecct

SensorAdapter
Parameter: Description
SensorPolicy Defines the policy of the sensoss ttantains a

SensorProperty object (described in the previous
subsection) which actually defines all sensor priige

SensorGridControlListengrAn interface for listening to control messages from
applications

SensorAdapterListener An interface for listeningpplication specific events,
such as connection loss

To make connection with SCGMMS , the SCP has tatera Java class which

implements th&ensorGridControlListener and
SensorAdapterListener interface. Details on their usage will be discussddter
subsections.

To initiate the communication between SCP and SC@yldfeates a SensorAdapter
object like the following sample code:

public class RobotClient implements SensorGridContr olListener,
SensorAdapterListener {

SensorAdapter m_sensorAdapter;
public void RobotClient(SensorProperty robotPrope rty)

/I suppose robotProperty is already defined
SensorPolicy sPolicy = new SensorPolicy(robotPr operty)

156




//Start connection
m_sensorAdapter = new SensorAdapter(sPolicy, th is, this);

}
}

public void handleSensorControl(int ctrl) {}
public void handleSensorControl(int ctrl, Serializa ble[] parameters) {}
public void handleSensorStopRequest() {}

public void handleSensorConnectionLoss() {}

A.4.3 Publish Data

SCP is responsible for collecting data from thessenand then publishes it through
Sensor Adapter. Sensor Adapter in turn forwardslttia to SCGMMS and finally to all
applications that need the sensor according to heOP requirements.

It is SCP’s responsibility to read raw data frora fensor and serialize it into any class
which extends SensorData so that they can be netegppby SCGMMS. The serialized
data can then be published through SensorAdapkechvis demonstrated by following
sample code:

/I a class extending SensorData defined by sensor d eveloper
CustomData customData,

/* some code to read raw data from sensor, and put it into customData

* el
* end
*/

/I publish the data
m_sensorAdapter.publishData(customData);

A.4.4 Receive Control Messages

To receive control messages from applications, Si@@ld contain a class which
implements SensorGridControlListener interface. Tattback functions will be invoked
automatically upon arrival of control messages.

For control messages without parameters, the fallgwallback function is used:

public void handleSensorControl(int ctrl) {
/I some actions to handle control messages

}

Sometimes control messages can be associated avampters. In this case the
following callback function is used:

public void handleSensorControl(int ctrl, Serializa ble[] parameters) {}

157



The type of control message received depends ortleyare sent from applications. It
is a good idea to define these messages in combranés which will be used by both
sensor and application developers.

A.4.5 Listen to Program Specific Instructions

Sometimes the user may want to perform some actenstely on the SCP, such as
pausing or terminating the SCP. SCP listens fadlaetions through the
SensorAdapterListener interface. Two callback fiomst will be invoked upon arrival of
these events:

This callback function allows applications to stop SCP
public void handleSensorStopRequest() {
I close the SCP. Release resources

}

public void handleSensorConnectionLoss() {
/I this sensor is not managed by SCGMMS anymore o f unexpected
disconnection. Close the SCP and release resources

}

A.5 Sample Program
This section shows a sample program which readsfaan a NXT Lego Robot and uses

SSAL to connect the device with SCGMMS.
import java.io.*;

import cgl.hpsearch.core.policies.SensorPolicy;

import com.anabas.sensorgrid.sensor.SensorGridContr olListener;

import com.anabas.sensorgrid.classification.SensorP roperty;

import com.anabas.sensorgrid.classification.predefi ned.PredefinedType;
import

com.anabas.sensorgrid.classification.predefined.rob ot.RobotUserDefinedP
roperty;

import

com.anabas.sensorgrid.classification.predefined.rob ot.RobotConstants;
import com.anabas.sensorgrid.classification.sensord ata.NXTSensorData;
import com.anabas.sensorgrid.classification.sensord ata.NXTRobotData;

import com.anabas.sensor.client. WatchDog;

import com.anabas.sensor.sensoradapter.SensorAdapte r;
import com.anabas.sensor.sensoradapter.SensorAdapte rListener;
public class RobotClient implements SensorGridContr olListener,

SensorAdapterListener {
private SensorAdapter m_sensorAdapter;
private SensorPolicy m_sensorPolicy;

private Robot robot;
private RobotDataGenerator dataGenerator;
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private boolean isVirtual,

private WatchDog watchDog;

public RobotClient(SensorPolicy sPolicy) {
this.m_sensorPolicy = sPolicy;

/IStart connection

m_sensorAdapter = new SensorAdapter(sPolicy, th

RobotUserDefinedProperty userDefinedProp =

(RobotUserDefinedProperty)m_sensorPolicy.getSensorP

inedProp();
String btAddress = userDefinedProp.getBtAddress
int robotType = userDefinedProp.getRobotType();
int[] robotSensors = userDefinedProp.getPorts()

}

this.isVirtual = btAddress.equalsignoreCase

if( lisVirtual ) {
/I change icommand.properties
ICommandPropertyManager.changeFile(btAd

}

try {
robot = new Robot(isVirtual, robotType, r

} catch (RuntimeException e) {
close();
}
dataGenerator = new RobotDataGenerator();
dataGenerator.start();

watchDog = new WatchDog(60000) {

public void timeoutAction() {
close();

}
k

watchDog.start();

private class RobotDataGenerator extends Thread
boolean isDestroyed = false;
private String[] fakeLatLon;

public void run() {

while(lisDestroyed) {

try {
Thread.sleep(5000);

} catch (InterruptedException e) {
Il ignore

}

robot.keepAlive();
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NXTSensorData[] sensorData = robot.sensorDa

NXTRobotData robotData = new
NXTRobotData(System.currentTimeMillis());
for(inti=0; i< sensorData.length; i++
robotData.addSensorData(sensorDatali]);
}
m_sensorAdapter.publishData(robotData);
watchDog.refresh();

}

public void destroy() {
isDestroyed = true;
}
}

public void close() {
if( dataGenerator != null) {
dataGenerator.destroy();
dataGenerator = null;

}

if (robot != null) {
robot.stopConnection();
robot = null;

}

if( m_sensorAdapter !'= null ) {
m_sensorAdapter.close();
m_sensorAdapter = null;

}

if( watchDog != null) {
watchDog.destroy();
watchDog = null;
}
}

public void handleSensorControl(int ctrl) {
robot.handleSensorControl(ctrl);

}

public void handleSensorControl(int ctrl, Seriali

public void handleSensorStopRequest() {
close();

}

public void handleSensorConnectionLoss() {
close();

}

public static void main(String[] args) {
RobotClient myRobotClient = null;
String btAddress;
int robotType;
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int[] ports = new int[4];

if( args.length 1= 9) {
System.out.printin("Usage: RobotClient <senso
<location> <btAddress> <robotType> <portl> <port2>
System.exit(-1);

try {
btAddress = args[3];
robotType = Integer.valueOf(args[4]);
ports[0] = Integer.valueOf(args[5]);
ports[1] = Integer.valueOf(args[6]);
ports[2] = Integer.valueOf(args[7]);
ports[3] = Integer.valueOf(args[8]);

if( robotType != RobotConstants. HUMANOID && r
RobotConstants. TRIBOT ) {
System.out.printin("Robot type is not suppo
System.exit(-1);
}

for(inti=0; i< ports.length; i++) {
if( ports[i] I= RobotConstants.NONE &&
ports[i] I= RobotConstants.LIGHT &&
ports[i] '= RobotConstants. TOUCH &&
ports[i] '= RobotConstants.SOUND &&
ports[i] '= RobotConstants.ULTRASONIC &&
ports[i] '= RobotConstants. COMPASS &&
ports[i] '= RobotConstants. TEMPERATURE &&
ports[i] = RobotConstants.GYRO ) {
System.out.printin("Robot sensor type is
System.exit(-1);
}
}

SensorProperty sProp =
PredefinedType.getRobotSensorProperty(args[0], args
btAddress, robotType, ports[0], ports[1], ports[2],

SensorPolicy sPolicy = new SensorPolicy(sProp

myRobotClient = new RobotClient(sPolicy);

while( true ) {
try {
Thread.sleep(60000);
} catch (InterruptedException e) {
/l ignore

}

} catch( NumberFormatException e ) {
System.out.printin("Robot type and all ports
System.exit(-1);

}

}
}

A.6 Deployment
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The current implementation requires sensor devetapeplace the SCP inside Grid
Builder package. Since Grid Builder runs on Windpyeir SCP should also run on
Windows. Please follow the instructions below tekzge your SCP.

1. Package you SCP into a single Jar file using s@awa pgackaging tools such as

Apache Ant.

2. Get the Grid Builder package and extract into atioon which does not have any
space characters in its full path (e.g. C:\GBPaekdgrom now on we use
<installation directory> to represent this path

& C:\GBPackage ['-_||'E|E|
File Edit ‘Wiew Favorites Tools  Help :,'
. 1 ) 1
e Back > lj‘ /7 Search /e Folders E
Address ||j| C:1GBPackage £ | Go
Marne Size  Type
\iMaradaBrokering-1.3.2 File Folder
|CCJMaradaBrokering-3.2.0 File Folder
[ GridBuilder File Folder
£ | b
1 objects selected -j My Computer

Figure 9-2 Screenshot of Grid Builder deployment

3.

In the extracted package, put the SCP’s jar fila threctory (e.g. <installation

directory>\GridBuilder\scp\). Suppose your SCPisfil@ is named
“CustomSensor.jar”, you file should be placed here:

& C:\GBPackage\GridBuilderiscp

IZ[E]

<

File Edit “ew Fawarites Tools Help
.- e F 1 i -
@ Back s ? P Search ||~ Folders
Address |\'_i' 1\ aBPackage! GridBuilder|scp V; &Eo
Marmne Size | Type
@ CustamSensar, jar 11 KB Executable Jar Fif

Type: Executable Jar File [ 10,5 KB

fj My Computer

Figure 9-3 Screenshot of Sensor Client Program (SQRxtration
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4. Go to <installation directory>\GridBuilder\bin. Gite a .bat file with the following
format. Remember to replace the name of main elétsthe main class of your SCP.

@echo off

rem USED To start Broker Service Adapter for creati

Brokers
rem Usage:

rem runBrokerServiceAdapter --uuid=<UUID> [--resour

set cp=
CALL setEnv.bat

for %%i in ("%HPSEARCH_HOME%\lib\sensor\*.jar") do

%%i

set CP=%CP%;"%HPSEARCH_HOME%\scp\CustomSensor.jar"

set LIBPATH=%HPSEARCH_HOME%\lib\sensor\native
set JAVA_LIB=-Djava.library.path=%LIBPATH%

java "%JAVA_LIB%" -classpath %CP% customsensor.Robo

ng and managing

ceGroup=<GROUP>]

call cpappend.bat

The directory
of your SCP

tClient _

Main class of
your SCP

5. In <installation directory>\GridBuilder\confimgmtSgm.conf, setup the NB address

of where the SCGMMS server is located. Here isst#@ion in the file where the

address is located:

#
# Config Entries for Service Adapter
#

ServiceAdapter.NumOfMessagingNodes=1

ServiceAdapter.MessagingNode 1=192.168.1.51

ServiceAdapter.RegistryUDPPort_1=65050

6. Deploy the sensor by executing the .bat file
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Appendix B - User Guide for Sensor-Centric Applicat  ion
Developers
Below shows a sample program which uses the Agmic#PI:

Application API allows any third party applicatiom connect and utilize functions
provided by SCGMMS. An application can do the faliog through Application API:

1. Obtains the policies and data of all sensors whrehcurrently up and running

2. Selectively subscribes to sensors with their pedidulfilling filtering criteria defined
by the application

3. Sends control messages to sensors

4. Dynamically notified for new sensors which fulfitie filtering criteria, and for
sensors which have been disconnected

Application

Sensor change

Send contral,
set filler
et B
| Ak :
' |
' |
' Sensor Change Application Senszor Data Sensor Data [
: Listener Client Broker Listener Listener [
| |
|
. . I
| Application AP |
_____________________________________ ]
Data B Data A
Sensor change Control, fitter
\ Data A @
control

Sensor Grid filter SXO

Data B

mﬂml

Figure 9-4 Overview of Application API
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B.1 System Requirements
The Application API is written in Java. We recommdarsing Java SE 5 JDK for

application development using the Application API.

Here is the recommended System Requirement for i€hwuns application developed
through the Application API

* Pentium IV 3.0 GHz Processor or above

+ 512 MB RAM

* Sun Microsystems Java Runtime Environment 1.5#&borve

B.2 Libraries

The Application API has a single library fil&SensorGridBroker.jarlt includes all class
files necessary for communication with SCGMMS. Be it as external library, make
sure that the file is in the CLASSPATH during colapon.

B.3 Detailed Descriptions
This section provides detailed descriptions on howse different classes in the API to

retrieve information from SCGMMS.

B.3.1 Make Connection

First of all, create a Java class which implem#émgs

SensorGridConnectionLossListener andclientGridChangelListener interface for
detecting connection loss with SCGMMS and receigegsor change notifications (will
be discussed in next subsection).

To initiate the communication between your appiaaand SCGMMS, creates an
ClientGridBrokerobject, providing the host and port of a SCGMMS/seas parameters.
(For instructions on setting up a SCGMMS serveagderefer to Appendix C -
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User Guide for System Administrator). Below showsie sample code to initiate
connection with a SCGMMS server.

class SampleApplication implements SensorGridConnec tionLossListener,
ClientGridChangeListener

{
// broker for communication with SCGMMS
ClientGridBroker m_gridBroker;

public SampleApplication()

{
// host and port of SCGMMS
String sensorGridHost = “64.151.140.118";
String sensorGridPort = “3035";

/I instantiates the broker

m_gridBroker = new ClientGridBroker(sensorGridHost, sensorGridPort,

this, this);

}

public void handleSensorGridConnectionLoss()

{

/l some code to handle connection loss, e.g. re connection

}

}

B.3.2 Sensor Change Notification
After the application is successfully connecte@@GMMS, it will be notified for a list

of sensors available through thendleClientlnit() callback function in
ClientGridChangeListener interface. Each sensor can be identified by guei
system-generate8itring id and associated with@ensorGridResource object.

This object contains all the properties of the seasd will be discussed in detail in the
next subsection.

After getting the initial list of sensors, each setpuent change will be notified through
thehandleClientChange() callback function in

ClientGridChangeListener interface. A parameterizddashMap<String,
SensorGridResource> is passed as parameter of the callback functibichwmaps
sensor id to resource. There are several reasach wduse changes in sensor properties,
including:

1. new sensors are deployed
2. some sensors are disconnected (for cause or atalighen
3. application changes the filtering criteria

The third reason will be discussed later in thistisa.

Below shows sample code leéindleClientlnit() and
handleClientChange() callback functions.
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public void handleClientInit(HashMap<String, Sensor GridResource> sinfo)

{

/I create an iterator from sinfo
Iterator<String> it = sinfo.keySet().iterator()

while (it.hasNext()) {
/I unique system generated sensor id
String sensorID = it.next();

I/l sensor resource
SensorGridResource resource = sinfo.get(senso riD);

/I get sensor policy

SensorPolicy policy = (SensorPolicy) resource .getPolicy();
3
}
public void handleClientChange(HashMap<String, Sens orGridResource>
sinfo) {

Il create an iterator from sinfo
Iterator<String> it = sinfo.keySet().iterator();

while (it.hasNext()) {
/I unique system generated sensor id
String sensorID = it.next();

Il sensor resource
SensorGridResource resource = sinfo.get(sensorl D);

[/l online, offline status of sensor
Short status = resource.getStatus();

Il sensor policy
SensorPolicy policy = (SensorPolicy) resource.g etPolicy();

}

B.3.3 Process Sensor Policy
After getting the SensorGridResource of sensors ftdientGridChangeListener, the
application can access various properties of the@ehrough this object.

Table 9-3 A sensor grid resource interface

SensorGridResource

Interface: Description

Policy getPolicy() Get a Policy object which debes the properties of the sens

short getStatus() Get the online (represented bg@8&tatus.ONLINE) and
offline (represented by SensorStatus.OFFLINE) staftthe
sensor
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After getting Policy, the application should cdadbi SensorPolicy using the SensorPolicy
interface as shown in Table 9-4.

Table 9-4 A sensor policy interface

SensorPolicy

Interface: Description

SensorProperty Get a SensorProperty object which describes theepties of
getSensorProperty() | the sensor

A SensorProperty object contains metadata of aosgwhich can be extracted using the
SensorProperty interface depicted in Table 9-5.
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Table 9-5 A sensor property interface

SensorProperty

Interface:

Description

String getSensorld()

A string which helps identityithe sensor. Different from thg
unique system-generated id

A1%

String getGroupld()

A string which identifies thame of logical group which the
sensor belongs to

String getSensorType(

A string which represents the type of sensor. Adfs
predefined types are defined as static variabletass
PredefinedType (e.g. PredefinedType.VIDEO)

int getSensorTypeld()

An integer which helps idigmg the sensor type. Application
has to compare this together with field sensorTgpeniquely
identify the type of a sensor

String getLocation()

A string which represents gle®-spatial location of the sensor.
A list of predefined locations can be found in slas
PredefinedLocation

boolean isHistorical()

Whether sensor data has intez-dependence with one
another

int[] An integer array which identifies control messagederstood
getSensorControl() by a sensor

String(] Textual description of control messages
getControlDescription(

UserDefinedProperty | Sensor developers can create classes which extends
getUserDefinedProp() | UserDefinedProperty and put sensor-specific praggemside

the class

B.3.4 Subscribe Sensor Data

After the application is aware of the presence sé@sor through
ClientGridChangeListener, it can subscribe or usstibe to the data stream of this
sensor. The application has to create a class vimiglements the
ClientGridDataListener interface and pass it te@iGridBroker.subscribeSensorData()
with the data listener and sensor id as paramédtarslleSensorData() will be invoked
whenever data arrives. Different sensor types tadefine its only data class by
extending SensorData. This class should encapstktpecific data structures for

different sensors.

Here is the sample code:

// subscribe to data of sensor123

DataMonitor dataMonitor = new DataMonitor(“sensorl2
m_gridBroker.subscribeSensorData(“sensor123”, dataM

37
onitor);

/I unsubscribe to data of sensor123

m_gridBroker.unsubscribeSensorData(“sensor123”, dat

/I data listener class

aMonitor);
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private class DataMonitor extends Thread implements
ClientGridDataL.istener {
boolean isDestroyed = false;
private String id;
private GenericSensorControl ctrl = new Generic SensorControl();

public DataMonitor(String id) {
this.id = id;
}

public void run() {
while(lisDestroyed) {

try {
Thread.sleep(10000);

} catch (InterruptedException e) {
Il ignore

}
}
}

public void destroy() {
isDestroyed = true;

}

public void handleSensorData(SensorData data) {
if( data instanceof GpsData ) {
// data from GPS
} else if( data instanceof RfidSensorStrength Data) {
/l data from RFID tag

}
}
}
}

B.3.5 Filtering

An application does not always want informatiomirall sensors. It is allowed to filter
away those sensors which do not match some crifEn@criteria are defined by a
SensorFilter object. A SensorFilter is composed sét of properties defined in
SensorProperty connected with Boolean “and” or ‘p&rators. Given that a list of
sensor properties in a sensor filter are conndoigether with the “and” operator, only
sensors which have properties with exact matclrimgscomparison with ALL the
properties defined in the filter should get throu§hmilarly sensors which have
properties with exact match in string comparisothvdNY of the properties defined in a
sensor filter with sensor properties connectedttagenith the “or” operator should get
through.

The list of “and” and “or” sensor properties arpresented as a 2D string array in
SensorFilter. For example, if someone wants tadest of SAID which have policy
((sensorType=GPS and location="Hong Kong") or (eehgpe=RFID and
location="New York" and historical=true)), set thiéer like this:

SensorFilter filter=new SensorFilter();
String[][] comp=new String[2][];
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comp[0]=new String[2];
comp[1l]=new String[3];
comp[0][0]="sensorType=GPS";
comp[0][1]="location=Hong Kong";
comp[1][0]="sensorType=RFID";
comp[1][1]="location=New York";
comp[1][2]="historical=true";
filter.setOrComparison(comp);

After the SensorFilter object is created, send BEGMMS with the following sample
code:

m_gridBroker.setFilter(filter);

After SCGMMS receives the request, it examinedittex and checks it with the current
list of sensors for the application. It then nesfithe application through
handleSensorChange() of ClientGridChangeListeneseltyng the properties of sensors
which do not fulfill the filtering criteria as offie and those fulfilling the criteria as
online.

B.3.6_Send Control

An application is able to send control to a patdcsensor identified by its sensor id.
Each control message is just an integer and itsimgas defined in SensorProperty.
Here is the sample code for sending control message

m_gridBroker.sendControl(“sensor123”, 1);

B.4 Sample Application
package com.anabas.meeting.test;

import java.util.*;
import java.io.*;

import com.anabas.sensorgrid.client.ClientGridBroke r;

import com.anabas.sensorgrid.client.ClientGridChang elListener;

import com.anabas.sensorgrid.client.ClientGridDatalL istener;

import com.anabas.sensorgrid.client.ClientGridSenso rStatus;

/limport com.anabas.sensorgrid.client.ClientGridRes ource;

import

com.anabas.sensorgrid.classification.sensorControl. GenericSensorControl;
import com.anabas.sensorgrid.classification.sensord ata.*;

import cgl.hpsearch.core.policies.SensorPolicy;
import com.anabas.sensorgrid.classification.SensorP roperty;

import com.anabas.sensorgrid.session.sharedlet. SGRe source;

import com.anabas.util.misc.LogManager;
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public class MeetingTest implements ClientGridChang
ClientGridBroker m_broker;
HashSet<String> m_onlineSensors;
HashMap<String, DataMonitor> m_sensorID2Monitor;

HashMap<String, SensorProperty> m_sensorID2Proper

Object m_lock = new Object();

public MeetingTest(String hostname, String port)
m_broker = new ClientGridBroker(this, hostname,

}

public void handleSensorlnit(HashMap<String, SGRe
sensorlnitinfo) {
synchronized( m_lock ) {
System.out.printin("\n\n\nNumber of sensors:
sensorlnitinfo.size() + "\n\n\n");

m_onlineSensors = new HashSet<String>();
m_sensorlD2Monitor = new HashMap<String, Data
m_sensorlD2Property = new HashMap<String, Sen

Iterator<String> it = sensorlnitinfo.keySet()
while( it.hasNext() ) {
String sensorID = it.next();
m_onlineSensors.add(sensorID);

SensorPolicy policy =
(SensorPolicy)sensorlnitinfo.get(sensorlD).getPolic

if( policy == null ) {
System.out.printin("\n\n\nPolicy is null!
}else {
System.out.printin("\n\n\nPolicy is not n
}
m_sensorID2Property.put( sensorlD,
((SensorPalicy)sensorlnitinfo.get(sensorID).getPoli

rty() );

DataMonitor monitor = new DataMonitor(senso
monitor.start();

m_sensorID2Monitor.put( sensorlD, monitor )
m_broker.subscribeSensorData(sensorID, moni

}
}
}

public void handleSensorChange(HashMap<String, SG
sensorChangelnfo) {
synchronized( m_lock ) {
Iterator<String> it = sensorChangelnfo.keySet

while( it.hasNext() ) {
String sensorID = it.next();
SGResource resource = sensorChangelnfo.get(
Short status = resource.getStatus();
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if( status == ClientGridSensorStatus.ONLINE
System.out.printin("\n\n\nHERE!""\n\n\n")

m_onlineSensors.add(sensorID);
SensorPolicy policy = (SensorPolicy)resou

if( policy == null ) {
System.out.printin("\n\n\nPolicy is nul

}else {
System.out.printin("\n\n\nPolicy is not

}

m_sensorlD2Property.put( sensorlD,
((SensorPolicy)resource.getPolicy()).getSensorPrope

DataMonitor monitor = new DataMonitor(sen
monitor.start();

m_sensorlD2Monitor.put( sensorlD, monitor

m_broker.subscribeSensorData(sensorlD, mo
}else {

m_onlineSensors.remove(sensoriD);

m_sensorlD2Property.remove(sensoriD);

DataMonitor monitor = m_sensorID2Monitor.
m_broker.unsubscribeSensorData(sensorID,

monitor.destroy();

public static void main(String[] args) {
if(args.length 1= 2) {
System.out.printin("Usage: java GPSManager <h
System.exit(0);

MeetingTest test = new MeetingTest(args[0], arg
while (true) {
try{
Thread.sleep(10000);
System.gc();
} catch (java.lang.InterruptedException e){
/[ ignore
}
}
}

private class DataMonitor extends Thread implemen

ClientGridDataL.istener {
boolean isDestroyed = false;
private String id;
private GenericSensorControl ctrl = new Generic
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public DataMonitor(String id) {
this.id = id;
}

public void run() {
while(lisDestroyed) {
try {
Thread.sleep(10000);
} catch (InterruptedException e) {
/l ignore
}
}
}

public void destroy() {
isDestroyed = true;

}

public void handleSensorData(SensorData data) {
if( data instanceof GpsData ) {
GpsData gpsData = (GpsData)data;
String output = "\n\n\nData received, id: "
+ gpsData.getLat() + ", " + gpsData.getLng() + ",
gpsData.getTimestamp() + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof RfidSensorStrength
RfidSensorStrengthData rfidData = (RfidSens
String output = "\n\n\nData received, id: "

+ rfidData.getSignalStrength() + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof NXTTouchData ) {
NXTTouchData robotData= (NXTTouchData)data;
String output = "\n\n\nData received, id: "

+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof NXTSoundData ) {
NXTSoundData robotData = (NXTSoundData)data
String output = "\n\n\nData received, id: "

+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof NXTUItrasonicData
NXTUItrasonicData robotData = (NXTUItrasoni
String output = "\n\n\nData received, id: "

+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof NXTTemperatureData
NXTTemperatureData robotData = (NXTTemperat
String output = "\n\n\nData received, id: "

+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if( data instanceof NXTCompassData ) {
NXTCompassData robotData = (NXTCompassData)
String output = "\n\n\nData received, id: "

+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

} else if ( data instanceof NXTLightData ) {

NXTLightData robotData = (NXTLightData)data
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String output = "\n\n\nData received, id: " +id + ", data: "
+ String.valueOf(robotData.getData()) + "\n\n\n";
LogManager.log("DataMonitor", output);

}

/Im_broker.sendControl(id, ctrl);

}
}
}
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Appendix C - User Guide for System Administrator

In SCGMMS, a perpetual session server known aso&rid (SG) has to be up and
running all the time to communicate with sensonsgd Builder and applications. This
guide will show you how to setup a SG server.

C.1 System Requirements

Please make sure that all minimum are met in yperating environment before
installing and using the SG server. Not meetih¢gha minimum requirements may
cause undesired system behavior that includes iabjgesystem or affects or impairs
conferencing sessions.

C.1.1 SG Server Requirements

Recommended Server Requirements
 Fedora FC4
* Pentium IV 3.2 GHz processor or above
« 1GBRAM
» 210 GB disk space
* Access to SMTP mail server

C.2 Server Installation Preparations

Before you start the installation process
(1) Ensure that your network configuration is setupprty.
(2) Ensure that the proper ports are open for instatiaand
(3) Ensure that you have root privilege on the Linuxee

C.2.1 Verifying Your Network Configuration

Here we need to verify certain network configunati® correct. Follow these simple
steps to ensure a successful installation.

Make sure that the "hostname" command works byntypi
> hostname -i

This command will report your computer's IP addiegss working properly. If it
reports nothing, 127.0.0.1, or some errors thenwititneed to add a hostname entry.
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Perform the following modification to /etc/hostsansure the network is configured for
proper operation.

To modify /etc/hosts, add the hostname and IP addykthe installation machine. For

example, if your computer is called "elearningcoafieing.me.com” and its IP address is

65.112.117.218, then you should add the line abégnning of the /etc/hosts file:
65.112.117.218 elearningconferencing.me.com

Please restart the server for the settings tod#ket

C.2.2 Ensuring A Set of Open Ports

The SG server requires several ports to be oémrecommend you use a dedicated
machine. The following is a list of ports whichvieao be opened:

25050, 3035, 80, 5060, ALL UDP ports

C.2.3 Firewall Settings

To ensure that the above ports are exposed, yayalhave to check your firewall
settings. In Linux FC4 firewall rules are usualbfided byiptables. If you are familiar
with firewall settings you may skip this sectionstructions below describe how to
disable the firewall in FCA4.

(1) Check if any rules are defined in iptables by:
> iptables -L

(2) Change iptables configuration so that the firewattings are saved on reboot.
You are recommend to backup this file before editin
> vi /etc/sysconfig/iptables-config

Find and change the following entries in the file:
IPTABLES_SAVE_ON_STOP="yes"
IPTABLES_SAVE_ON_RESTART="yes"
IPTABLES_SAVE_COUNTER="yes"

(3) Clear all rules of iptables
> iptables -F

C.2.4 Java Virtual Machine

If this is the first time installing SG on yourrlix server, please make sure that a JVM is
installed. We recommend using JDK 1.5.x. Pleadeviolhe instructions below for
installing the JVM.

177



(1) Download the JDK package fronttp://202.94.237.244/tools/jdk-1 5 0 _06-
linux-i586-rpm.bin. For instance, our installation package is cglid
1 5 0_06-linux-i586-rpm.bin

(2) Change the file to executable mode, and install it
> chmod +x jdk-1_5 0 _06-linux-i586-rpm.bin
> /jdk-1_5_0_06-linux-i586-rpm.bin

(3) Add a soft link/usr/local/java to the JDK directory
> |n -s /usr/java/jdk1.5.0_06 /usr/local/java

(4) Open a file~/.bashrcwith VM and add a lin@xport
PATH=/usr/local/java/bin:$PATH to the file

& root@reborn: -

# .bashrc

# User specific aliasses and functions
xport PATH=/usr/local/javasbin: $PATH

alias rw='rm -1i'

h =it

alias

# Zource global definitions
' : then

(5) You have to restart the terminal for the n@ATH to take effect
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C.3 Server Installation

Obtain the installation package. It should be imfgamat. Suppose the installation file is
named SGInstaller.jar. Follow these steps to ihgtah your server.

You need to have super user privilege to instal plackage.
(a) Unjar SGlinstaller.jar into a temporary directory and run the followirgqamands:
> /usr/local/java/bin/jar xvf SGinstaller.jar

> sh install.sh

(b) Enter the target installation directory. Supposenmet to install SG to
/opt/anabas/sensorgrid_demo

& root@hplaptop:~/sg

[tootihplaptop sSg]l# sSh

The package will be extracted and installed ineodinectory you have chosen as the
installation directory. From now on, we will refer this directory as <SG HOME>.
Toward the end of the installation, you will be @edko configure the most important
parameters of the system.

(c) Please go to the next step if you cannot see ¢heen. If the hostname of your server
is not correct, the wizard will try to help you niady it correct. However, it is your
responsibility to make sure that the IP addressramsthame of your server is correct
before the installation. Please refer to the itetiah preparation section for details.
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# root@hplaptop:fopt/anabas
[ TH)

2 Buntime Enwvironment, Standard Editiom (build 1.5.0
HotS3pot (TH) Client

M (build 1.5.0_ 14-b03, mixed mode, sha

The ho:

] working, you need to modify
the fe 5 £i te it.

1t i o nat Tou 2

[¥/n]

(d) After a while we proceed to the port configuratgattion of the installation. To use
default ports just press the “enter” key every temguestion is asked. We recommend
using the default ports. Otherwise, you have toergake that the ports do not clash
with other applications.

& root@hplaptop:~/sg

[Default:

ZE5050]

Comranication :

Er port

[Default: &50]

SJender Account:

nding e-wails Lo users

IMTF Mail 5

[Default: localhost]

[Default:

root]
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(e) Now we enter the server IP definition section. {3 & IP/hostname will be asked.
For the first two sets just enter the IP which Ww# exposed to all applications and
sensors, which should be same as the one get bhydnes —i. For the third set, it is
the address of media server for VOIP module. Fav, ritodoesn’t affect the SG
server.

& root@hplaptop:~/sg

Doing Final Preparations For Installation....

linux
lldir fopt

alled Anabas monitors

ATGrid host (211.147

LTGrid host Aatgrid.co)

grid.com) :

.
LA

ATGrid Media Server [(211.147.225.2

ATGrid Media 3erver (med erver.atgrid. com) @

iz for supplychain, w for workgroup):

nsorgrid dermo faipurl.txt: No such file or director

Tou have new mail in fvarsspoolf/mailf/root

[rootlhplaptonp
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(9) The installation is completed.

C.4 Server Execution

C.4.1 Starting the packages
After installation, the server will be started aunttically by Cronjob.

To check the cronjob file, open the crontab ediith the following command:
> crontab —e

BEGIN MMWAEAS GEMN:
OT MODIFY
Cron Table for Ans

 once everwy

demo root

0O 13 * * % fopt/anahb: e anabas clean monit

or.pl fopt/ as/ y id demo r

grid demo/bin/monitor/ansbas reboot.pl

END IMMABLS GEMN:

This table is responsible for starting our servecpsses at a predefined interval. This
table shows 3 entries. The first line means thsitesy will keep checking if SG is
running on the server. The second line means olgdiles will be cleaned and archived
every day at 13:00. The third line means that drees will be rebooted at 15:00 every
day.

To stop the server, type the following commandilicak processes of the server:
> killall java

Unless you have commented out the entries in cbotijee server will start itself
automatically for every 5 minutes.

C.4.2 Check the status of server
You can check whether the server is running prgg®yrithe following command:
> jps
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If everything is fine, you should be able to se=fthllowing processes running:

fhplaptop ansbas] # I

Now the installation is completed. Sensors, appboa and Grid Builder can connect to
this server from now on.
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Appendix D - User Guide for Sensor Administrator

The role of a sensor administrator is to manageaetefinition and deployment using
Grid Builder (GB). Before we start, a brief intradion to GB concept is given below:

D.1 Domain Management
To allow a flexible way to manage sensors, GB adstration is arranged hierarchically

into Domains Each domain should run on a single PC which masiagnsors which are
closely related. In each domain, each module isasua separate process which
communicates with one another through NaradaBrogeBifferent module has different
responsibility.Fork Daemonis responsible for starting up different modulsgeocesses.
Bootstrap Servicemonitors the health of a domain and the whole dorhararchy.
Messaging Nodes responsible for intra and inter-domain commatians using
NaradaBrokering.

Each domain is connected to at most one parentidaand any number of child
domains. The hierarchy is maintained by inter-comication between the domains
usingheartbeat messagesrlhe role of a domain is different according teithielative
position in the hierarchy. There are three typedavhains:

Root Domain

For each domain hierarchy there exists a siRglet Domain. The Root Domain is
responsible for checking whether a Bootstrap Sengcunning in each directly
connected child domain. If not, it notifies the E@aemon of that particular domain to
start Bootstrap Service by sendinfpek message This process is done recursively for
each domain along the hierarchy until the Leaf Diosare reached. Root Domain is the
starting point of building up the domain hierarchip sensors can be deployed in Root
Domain.

Sub Domain

A domain which is neither a Root Domain nor a LIBafmain is a Sub Domain. Each Sub
Domain is responsible for checking the Bootstragvie of its child domains. No
sensors can be deployed in Sub Domains.

Leaf Domain

A Leaf Domain does not have any children. Sensansbe deployed from any PC which
is accessible from one of theaf Domains The current implementation does not allow
deployment of sensors on non-leaf domains.
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Figure 9-5 GB Domain Management

Figure 9-5 shows a GB domain hierarchy. Each domamsists of several processes.
Inter-process communication is done by messagisgipg. Through message passing
domains and sensors are logically linked togeth#r the use of heartbeat message and
in memory hash tables.

D.2 Installation Preparation

D.2.1 System Requirement

Here is the recommend System Requirement for RCdoimain
* Pentium IV 3.0 GHz Processor or above
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+ 512 MB RAM

* Internet Explorer 6.0+ (requires all Microsoft remmended IE critical patches
* Windows XP (requires all Microsoft recommended @iSocal patches)

* Sun Microsystems Java Runtime Environment 1.5&bove

D.2.2 Network Requirement

The current implementation uses UDP protocol fegrhdomain communication,
including heartbeat and fork messages. To ensogepfunctioning of GB, make sure
that you fulfill the following network requirements

» All PCs in the domain hierarchy should be accesdiblone another

* At least 4 UDP ports should be open for access fstirar domains. The port number
should match you configurations (see section ddétails)

» Port 3035 opened for sensor client programs

» Port 25050 opened for NB communications

D.3 Installation Package

Please get the required zip package and extrachitocation. The full path of the
extracted location should NOT contain any spaceadters (e.g. c:\GBPackage). The
installation package comes with 4 modules:

Grid Builder
This is the main package for sensor management.

NaradaBrokering-1.3.2

This package is a NaradaBrokering client used bgaeclient programs to communicate
with Sensor Grid. It has to be started manually?Qs where sensor client programs are
launched.

NaradaBrokering-3.2.0
This package is a NaradaBrokering client used bis®ssaging Node for
communication with sensors and Sensor Grid.

WS-Context
This package contains all elements needed for Wi8eRbsupport such as AXIS server
and MySQL server.

186



& (:\GBPackage

File Edit Wew Faworites Tools Help ;?
= o
@Back b ) ? p. ! Search
IMaradaBrokering-1.3.2_0,37
IMaradaBrokering-3.2.0
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Figure 9-6 GB Package

D.4 Grid Builder Management Console

The Grid Builder Management Console (GBMC) providegaphical user interface for
sensor deployment. From any PC with GB installed, gan view sensors deployed in
domains connected by a particular NB network thioGgMC.

On the left hand side all domains detected in tBentwork are shown with sensors
deployed within the domains. On the right hand smlgous information of sensor is
shown, including:
1. Current status — REGISTERED, MANAGED or UNREACHEABL
2. UUID - unique ID assigned to the sensor
3. Policies — the property of the sensor, such asosénge, location and user
defined properties

Please refer to section D.6 for sample usage.
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2 Grid Builder Management Console

System  Help

Resource Group Filter:| * 4 Deplay ﬁ Stop

=) Registries : Service Adapker Properties Falicies
@ topic:{JREGISTRY/[HK3 | —
haiimote Resource Location: topic:/)SA/a3eeeS37-3067-11dd-afe2-2f0997abs%c /1
tribok
triboks Current Stakus: MANAGED
viden
humanaid Component UUID: a3ese537-3067-11dd-afe2-e2f0297aba%c
------ B tribokz
=3 topic:/ [REGISTRY/JHK2 Host IP Address: 192,168.1.10

LB gps

S8 Type! SensorServiceddapter
5S4 Manager Type:! SensorManager
Operating System: Windows XP

Resaurce Stakus: Running

Log: The output information fromw this resource:

wwrgtatus of Deploving Grids@#|

Figure 9-7 GB Management Console

D.5 Configuration Files
For each domain there is a configuration file whielines various parameters of a

domain. The following configuration files are presehich serve different purposes:

D.5.1 mgmtSystem.conf

The full path of this file i$GridBuilder/conf/mgmtSystem.coithis file contains:

The unique identifier of the domain

The name of the domain

Locator of Fork Daemon, Bootstrap Service and Regef the domain
Number of child domains and their correspondingkE2aemon locators
Locator of Messaging Node used for deploying sensor

Locator of Messaging Node which the User Manager@enisole connects to
Locator of Messaging Node which the Bootstrap WHreects to

NoosrwME

The name of a domain follows the domain namingasydescribed below:
» Each domain in a hierarchy should have a uniquesnam
» For Root Domain we tag it with keyword ROOT folladvBy a hyphen and then
the word bootstrap.
» For subsequent domains, we put an underscoretéelomain name E.g.
ROOT/CGL becomes ROOT_CGL-bootstrap
ROOT/UK/CARDIFF becomes ROOT_UK_CARDIFF-bootstrap. e
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Here are sample mgmtSystem.conf files for two Daxmaiamely HK1 and HK2. HK1 is
the ROOT domain.

Configuration file of Domain HK1

#

# Config Entries for Fork Daemon

#

## This string should be unique for different netwo rks

## It is used to uniquely identify a Fork Daemon A unique string for\

ForkDaemon.UniqueString=ATCICENENEINE ForkDaemon. It is
Lused as NB top

# _

# Config Entries for Root Bootstrap Node —

# Locator of ROOT’s

ForkDaemon.
# The domain of the bootstrap program

ROOT-bootstrap.Level=/ —
ROOT-bootstrap.ForkProcessLocator=topic://

# Number of registered subDomains

ROOT-bootstrap.NumOfRegisteredSubDomains=2 [ | fAItogether 2 sub-
domains

# Domain URI of subDomains and their locations L

ROOT-bootstrap.RegisteredSubDomain_1=/HK1

ROOT-

bootstrap.RegisteredSubDomainForkProcess_1=topic:// FORKDAEMON/ATGLOBAL-

HK1/:65535

ROOT-bootstrap.RegisteredSubDomain_2=/HK2

ROOT-

bootstrap.RegisteredSubDomainForkProcess_2=topic:// FORKDAEMON/ATGLOBAL-

HK2/:65535

# Locaton of ForkProcess Daemons for spawning Manag ers Locators of sub-

ROOT-bootstrap.NumberOfForkDaemons=0 domains’
ForkDaemos

# Locaton of Messaging Node
ROOT-bootstrap.NumberOfMessagingNodeDaemons=1
ROOT-bootstrap.MessagingNode_1=127.0.0.1

#

# Config Entries for HK1 - Bootstrap Node

# Name of the
domain. Notice

# The domain of the bootstrap program how the name

REESIEE 1 -bootstrap.Level=/HK I aF)phealr_s at the start
of the line

# Number of registered subDomains
ROOT_HK1-bootstrap.NumOfRegisteredSubDomains=0

# Domain URI of subDomains and their locations

# Registry Locator
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ROOT_HK1-bootstrap.RegistryForkDaemon=topic://FORKD AEMON/ATGLOBAL-
HK1/:65535

ROOT_HK1-bootstrap.RegistryPersistentStore=wscontex If this line is present,

WS-Context is used as
# Locaton of Messaging Node persistent storage.
ROOT_HK1-bootstrap.NumberOfMessagingNodeDaemons=1 Otherwise everything is
ROOT_HK1-bootstrap.MessagingNode_1=127.0.0.1 just saved in memory
# Locaton of ForkProcess Daemons for spawning Manag ers

ROOT_HK1-bootstrap.NumberOfForkDaemons=1
ROOT_HK1-bootstrap.ForkDaemon_1=topic://[FORKDAEMON/ ATGLOBAL-HK1/:65535

#

i . . Connect to local
z Config Entries for Service Adapter Messaging Node
ServiceAdapter.NumOfMessagingNodes=1 _

ServiceAdapter.MessagingNode_1=127.0
ServiceAdapter.Level=/HK1 [

Sensors will be

# deployed to this
# Config Entries for User Console Ldomair

#
user.MessagingNode=127.0.0.1
user.MessagingNodePort=25050
user.MessagingNodeTransport=niotcp
user.RegistryMonitorinterval=30000

_

#
# Config Entries for BootStrapService Ul
#
BootStrapServiceUl.MessagingNode=127.0.0.1
BootStrapServiceUl.MessagingNodePort=25050
BootStrapServiceUl.MessagingNodeTransport=niotcp

Configuration file of Domain HK2
#
# Config Entries for Fork Daemon
#
## This string should be unique for different netwo rks

## It is used to uniquely identify a Fork Daemon / . -

ForkDaemon.UniqueString=ATCIOENEREZN A unique string for
ForkDaemon. It is

# Lused as NB top

# Config Entries for HK2 - Bootstrap Node

#

# The domain of the bootstrap program

REEIEER 2-bootstrap.Level=/HK

# Number of registered subDomains
ROOT_HK2-bootstrap.NumOfRegisteredSubDomains=0

Name of the
domain

# Domain URI of subDomains and their locations

# Registry Locator
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ROOT_HK2-bootstrap.RegistryForkDaemon=topic://FORKD AEMON/ATGLOBAL-
HK2/:65535
ROOT_HK2-bootstrap.RegistryPersistentStore=wscontex t:HK2

# Locaton of Messaging Node
ROOT_HK2-bootstrap.NumberOfMessagingNodeDaemons=1
ROOT_HK2-bootstrap.MessagingNode 1=127.0.0.1

# Locaton of ForkProcess Daemons for spawning Manag ers
ROOT_HK2-bootstrap.NumberOfForkDaemons=1
ROOT_HK2-bootstrap.ForkDaemon_1=topic://FORKDAEMON/ ATGLOBAL-HK2/:65535

#
# Config Entries for Service Adapter
#
ServiceAdapter.NumOfMessagingNodes=1
ServiceAdapter.MessagingNode_1=127.0.0.1
ServiceAdapter.Level=/HK2

#
# Config Entries for User Console
#
user.MessagingNode=127.0.0.1
user.MessagingNodePort=25050
user.MessagingNodeTransport=niotcp
user.RegistryMonitorinterval=30000

#
# Config Entries for BootStrapService Ul
#
BootStrapServiceUl.MessagingNode=127.0.0.1
BootStrapServiceUl.MessagingNodePort=25050
BootStrapServiceUl.MessagingNodeTransport=niotcp

D.5.2 defaultMessagingNode.conf

The full path of this file isGridBuilder/conf/defaultMessagingNode.corhis
configuration file is used to define various prde of the Messaging Node. The
Messaging Node determines which NB network the domannects to. You SHOULD
connect the domain to a messaging node which ctsdeectly or indirectly to the
Sensor Grid server.

Here is a sample file.

#
# Prioritized Protocols
#

PRIORITIZED_PROTOCOL_LIST.prioritizedProtocolList=n iotcp,tcp,udp,http,h
ttps,ssl

#
# Default Messaging Node properties
#
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DEFAULT_MESSAGING_NODE.NIOTCPBrokerPort=25050
DEFAULT_MESSAGING_NODE.TCPBrokerPort=25060
DEFAULT_MESSAGING_NODE.UDPBrokerPort=25070
DEFAULT_MESSAGING_NODE.HTTPBrokerPort=0
DEFAULT_MESSAGING_NODE.HTTPSBrokerPort=0
DEFAULT_MESSAGING_NODE.SSLBrokerPort=0
DEFAULT_MESSAGING_NODE.PTCPBrokerPort=0
DEFAULT_MESSAGING_NODE.MulticastGroupPort=0
DEFAULT_MESSAGING_NODE.MulticastGroupHost=224.224.2
DEFAULT_MESSAGING_NODE.PoolTCPBrokerPort=0
DEFAULT_MESSAGING_NODE.PTCPStreamNumber=5
DEFAULT_MESSAGING_NODE.AssignedAddress=false
DEFAULT_MESSAGING_NODE.NodeAddress=1,1,1,1
DEFAULT_MESSAGING_NODE.VirtualBrokerNetwork=network
DEFAULT_MESSAGING_NODE.SupportRTP=no
DEFAULT_MESSAGING_NODE.BDNList=
DEFAULT_MESSAGING_NODE.ConcurrentConnectionLimit=30
DEFAULT_MESSAGING_NODE.Discriminator=156.56.*
DEFAULT_MESSAGING_NODE.AboutThisBroker=Default Mess
DEFAULT_MESSAGING_NODE.MAXBrokerDiscoRequests=1000
DEFAULT_MESSAGING_NODE.DiscoveryResponsePolicy=cgl.
ker.DefaultBrokerDiscoveryRequestResponsePolicy
DEFAULT_MESSAGING_NODE.BrokerKeyStore=keystore/NBSe

# These are required only if AssignedAddress is fal

DEFAULT_MESSAGING_NODE.ConnectAddress=2iESaE

DEFAULT_MESSAGING_NODE.ConnectTransport=niotcp
DEFAULT_MESSAGING_NODE.ConnectPort=25050

D.5.3 setEnv.bat

24.224

-CGL-1

00

aging Node
narada.discovery.bro
curityTest.keys

se

Messaging Node
connects to this
addres

The full path of this file isGridBuilder/bin/setEnv.baflThis configuration files setups
environment variables that will be used by Grid|8e&i. You would only have to modify

the path of package NaradaBrokering-3.2.0.

Here is a sample file:

@echo off

REM NOTES:
REM
REM March 24, 2005

REM Modified to put saaj.jar before other AXIS jars
REM this, the system gives a java.lang.Incompatible
REM Ref: http://buzz.bowstreet.com/snitz/topic.asp?

REM Sets the environment variables. This must be ca
run*.bat

REM files to set the proper environment

REM

REM To enable Asynchronous WSContext service set th
REM For Sync version, set to blank
REM
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Path of NB 3.2
package. Should be

set HPSEARCH_HOME-=..\ included in the GB
set NB_HOME= NSO REGESON package
REM sommmm e

REM Set the classpath
REM Please make path changes 1IF and AS required

REM NOTE: For the "FOR ..." command to work, The cm d.exe must
REM be started using the /vk parameter, else use the cpappend below
REM FOR %%j IN (% HPSEARCH_HOME%\lib\*.jar) do set c p=!cp!;%%)j
REM m-mmmmmm e e

set cp=%HPSEARCH_HOME%\lib\saaj.jar

FOR %%i IN ("%HPSEARCH_HOME%\lib\*jar") DO CALL cp append.bat %%i
FOR %%i IN ("%NB_HOME%\lib\* jar") DO CALL cpappend .bat %%i

set path=%path%;%NB_HOME%\dII

D.6 Step by Step Domain Deployment Guide

In this section you are going to walkthrough thpldgment steps for setting up 3
domains namely ISAAC, XPS and 5150, with ISAACles ROOT Domain. Figure 9-8
shows the overview of domains we are going to setup

RFID M220
Type: RFID
e Domain: ISAAC (ROOT}
-
Type: NXT - e
Robot e S
- .
-~ < b -
-~ s e
i
Domain: 5150 Domain: XF5
Web Camera VED GPS Wii Remote
) Type: Vidao i Type: Wi
Type: Video Service Type: GPS Remata
SG server; 202,94 237 242

Figure 9-8 Step by step ensor deployment overview

Please follow the steps below to deploy the domains
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Step 1 — Set Up Domains

Before you start, make sure that a Sensor Gricesé&wp and running. For instructions
on setting up a Sensor Grid server please reféppendix C -
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User Guide for System Administrator.

Suppose a Sensor Grid Server has been set upRnittidress 202.94.237.242. Prepare 3
PCs each with its own unique IP address and silfile system and network
requirements. The Grid Builder package should bésmstalled on each of the PCs to a
path without any space characters (e.g. c:\GBP&jk&gom now on we will refer to this
directory as<installation directory>.

Step 2 — Confiqure defaultMessagingNode.conf

For all domains, use the following configuration in
<installation directory>\GridBuilder\conf\defaultMssagingNode.conf

#
# Prioritized Protocols
#

PRIORITIZED_PROTOCOL_LIST.prioritizedProtocolList=n iotcp,tcp,udp,http,h
ttps,ssl

#
# Default Messaging Node properties
#

DEFAULT_MESSAGING_NODE.NIOTCPBrokerPort=25050
DEFAULT_MESSAGING_NODE.TCPBrokerPort=25060
DEFAULT_MESSAGING_NODE.UDPBrokerPort=25070
DEFAULT_MESSAGING_NODE.HTTPBrokerPort=0
DEFAULT_MESSAGING_NODE.HTTPSBrokerPort=0
DEFAULT_MESSAGING_NODE.SSLBrokerPort=0
DEFAULT_MESSAGING_NODE.PTCPBrokerPort=0
DEFAULT_MESSAGING_NODE.MulticastGroupPort=0
DEFAULT_MESSAGING_NODE.MulticastGroupHost=224.224.2 24.224
DEFAULT_MESSAGING_NODE.PoolTCPBrokerPort=0
DEFAULT_MESSAGING_NODE.PTCPStreamNumber=5
DEFAULT_MESSAGING_NODE.AssignedAddress=false
DEFAULT_MESSAGING_NODE.NodeAddress=1,1,1,1
DEFAULT_MESSAGING_NODE.VirtualBrokerNetwork=network -CGL-1
DEFAULT_MESSAGING_NODE.SupportRTP=no
DEFAULT_MESSAGING_NODE.BDNList=
DEFAULT_MESSAGING_NODE.ConcurrentConnectionLimit=30 00
DEFAULT_MESSAGING_NODE.Discriminator=156.56.*
DEFAULT_MESSAGING_NODE.AboutThisBroker=Default Mess aging Node
DEFAULT_MESSAGING_NODE.MAXBrokerDiscoRequests=1000
DEFAULT_MESSAGING_NODE.DiscoveryResponsePolicy=cgl. narada.discovery.bro
ker.DefaultBrokerDiscoveryRequestResponsePolicy
DEFAULT_MESSAGING_NODE.BrokerKeyStore=keystore/NBSe  curityTest.keys

# These are required only if AssignedAddress is fal se
DEFAULT _MESSAGING NODE.ConnectAddress ggesretrr\‘/‘;aggrrsss of
DEFAULT_MESSAGING_NODE.ConnectTransport=niotcp

DEFAULT_MESSAGING_NODE.ConnectPort=25050
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Step 3 — Configure setEnv.bat
For all domains, make sure that you have setupdhect path for NaradaBrokering-
3.2.0 package irinstallation directory>\GridBuilder\bin\setEnv.bat

@echo off

REM NOTES:

REM mmmmm e e

REM March 24, 2005

REM Modified to put saaj.jar before other AXIS jars . because without
REM this, the system gives a java.lang.Incompatible ClassChangeError
REM Ref: http://buzz.bowstreet.com/snitz/topic.asp? TOPIC_ID=500

REM Sets the environment variables. This must be ca lled from all
run*.bat

REM files to set the proper environment

REM —mmmmm e e

REM To enable Asynchronous WSContext service set th is to -async
REM For Sync version, set to blank
REM —ooommm e

set HPSEARCH_HOME-=..\

set NB_HOME NSO REhG O

REM s TN T —y
REM Set the classpath Enter the correct
REM Please make path changes 1IF and AS required path of NB 3.2 here
REM NOTE: For the "FOR ..." command to work, The cm d.exe must

REM be started using the /vk parameter, else use the cpappend below

REM FOR %%;j IN (%HPSEARCH_HOME%\lib\*.jar) do set c p=Icp!;%%j

REM mrmmmmmm e e

set cp=%HPSEARCH_HOME%\lib\saaj.jar

FOR %%i IN ("%HPSEARCH_HOME%\lib\*jar") DO CALL cp append.bat %%i
FOR %%i IN ("%NB_HOME%\lib\* jar") DO CALL cpappend .bat %%i

set path=%path%;%NB_HOME%\dI

Step 4 — Configure mgmtSystem.conf

For each domain, the corresponding configurationimstallation
directory>\GridBuilder\conimgmtSystem.caffould be different. The corresponding
configuration files of the 3 domains are shown helo

Domain ISAAC:

#
# Config Entries for Fork Daemon
#
## This string should be unique for different netwo rks
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## It is used to uniquely identify a Fork Daemon
ForkDaemon.UniqueString=ATGLOBAL-ISAAC

#
# Config Entries for Root Bootstrap Node
#

# The domain of the bootstrap program
ROOT-bootstrap.Level=/
ROOT-bootstrap.ForkProcessLocator=topic://FORKDAEMO
ISAAC/:65535

# Number of registered subDomains
ROOT-bootstrap.NumOfRegisteredSubDomains=3

# Domain URI of subDomains and their locations
ROOT-bootstrap.RegisteredSubDomain_1=/ISAAC
ROOT-
bootstrap.RegisteredSubDomainForkProcess_1=topic://
ISAAC/:65535
ROOT-bootstrap.RegisteredSubDomain_2=/XPS
ROOT-
bootstrap.RegisteredSubDomainForkProcess_2=topic://
XPS/:65535
ROOT-bootstrap.RegisteredSubDomain_3=/5150
ROOT-
bootstrap.RegisteredSubDomainForkProcess_3=topic://
5150/:65535
ROOT-bootstrap.RegisteredSubDomain_4=/INDIANA
ROOT-
bootstrap.RegisteredSubDomainForkProcess_4=topic://
INDIANA/:65535

# Locaton of ForkProcess Daemons for spawning Manag
ROOT-bootstrap.NumberOfForkDaemons=0

# Locaton of Messaging Node
ROOT-bootstrap.NumberOfMessagingNodeDaemons=1
ROOT-bootstrap.MessagingNode_1=127.0.0.1

#
# Config Entries for ISAAC - Bootstrap Node
#

# The domain of the bootstrap program
ROOT_ISAAC-bootstrap.Level=/ISAAC

# Number of registered subDomains
ROOT _ISAAC-bootstrap.NumOfRegisteredSubDomains=0

# Domain URI of subDomains and their locations
# Registry Locator
ROOT _ISAAC-bootstrap.RegistryForkDaemon=topic://FOR

ISAAC/:65535
ROOT _ISAAC-bootstrap.RegistryPersistentStore=wscont
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# Locaton of Messaging Node

ROOT _ISAAC-bootstrap.NumberOfMessagingNodeDaemons=1

ROOT _ISAAC-bootstrap.MessagingNode_1=127.0.0.1

# Locaton of ForkProcess Daemons for spawning Manag
ROOT _ISAAC-bootstrap.NumberOfForkDaemons=1

ROOT_ISAAC-bootstrap.ForkDaemon_1=topic://FORKDAEMO

ISAAC/:65535

#
# Config Entries for Service Adapter
#
ServiceAdapter.NumOfMessagingNodes=1
ServiceAdapter.MessagingNode_1=127.0.0.1
ServiceAdapter.Level=/ISAAC

#
# Config Entries for User Console
#
user.MessagingNode=127.0.0.1
user.MessagingNodePort=25050
user.MessagingNodeTransport=niotcp
user.RegistryMonitorinterval=30000

#
# Config Entries for BootStrapService Ul
#
BootStrapServiceUl.MessagingNode=127.0.0.1
BootStrapServiceUl.MessagingNodePort=25050
BootStrapServiceUl.MessagingNodeTransport=niotcp

Domain XPS:

#
# Config Entries for Fork Daemon
#
## This string should be unique for different netwo
## It is used to uniquely identify a Fork Daemon
ForkDaemon.UniqueString=ATGLOBAL-XPS

#
# Config Entries for XPS - Bootstrap Node
#

# The domain of the bootstrap program
ROOT_XPS-bootstrap.Level=/XPS

# Number of registered subDomains
ROOT_XPS-bootstrap.NumOfRegisteredSubDomains=0

# Domain URI of subDomains and their locations
# Registry Locator
ROOT_XPS-bootstrap.RegistryForkDaemon=topic://FORKD

XPS/:65535
ROOT _XPS-bootstrap.RegistryPersistentStore=wscontex
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# Locaton of Messaging Node
ROOT_XPS-bootstrap.NumberOfMessagingNodeDaemons=1
ROOT_XPS-bootstrap.MessagingNode_1=127.0.0.1

# Locaton of ForkProcess Daemons for spawning Manag ers
ROOT_XPS-bootstrap.NumberOfForkDaemons=1
ROOT_XPS-bootstrap.ForkDaemon_1=topic://FORKDAEMON/ ATGLOBAL-XPS/:65535

#
# Config Entries for Service Adapter
#
ServiceAdapter.NumOfMessagingNodes=1
ServiceAdapter.MessagingNode_1=127.0.0.1
ServiceAdapter.Level=/XPS

#
# Config Entries for User Console
#
user.MessagingNode=127.0.0.1
user.MessagingNodePort=25050
user.MessagingNodeTransport=niotcp
user.RegistryMonitorinterval=30000

#
# Config Entries for BootStrapService Ul
#
BootStrapServiceUl.MessagingNode=127.0.0.1
BootStrapServiceUl.MessagingNodePort=25050
BootStrapServiceUl.MessagingNodeTransport=niotcp

Domain 5150:

#
# Config Entries for Fork Daemon
#
## This string should be unique for different netwo rks
## It is used to uniquely identify a Fork Daemon
ForkDaemon.UniqueString=ATGLOBAL-5150

#
# Config Entries for 5150 - Bootstrap Node
#

# The domain of the bootstrap program
ROOT_5150-bootstrap.Level=/5150

# Number of registered subDomains
ROOT_5150-bootstrap.NumOfRegisteredSubDomains=0

# Domain URI of subDomains and their locations

# Registry Locator

ROOT_5150-bootstrap.RegistryForkDaemon=topic://FORK DAEMON/ATGLOBAL-
5150/:65535
ROOT_5150-bootstrap.RegistryPersistentStore=wsconte xt:5150
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# Locaton of Messaging Node
ROOT_5150-bootstrap.NumberOfMessagingNodeDaemons=1
ROOT_5150-bootstrap.MessagingNode_1=127.0.0.1

# Locaton of ForkProcess Daemons for spawning Manag
ROOT_5150-bootstrap.NumberOfForkDaemons=1
ROOT_5150-bootstrap.ForkDaemon_1=topic://FORKDAEMON
5150/:65535

#
# Config Entries for Service Adapter
#
ServiceAdapter.NumOfMessagingNodes=1
ServiceAdapter.MessagingNode _1=127.0.0.1
ServiceAdapter.Level=/5150

#
# Config Entries for User Console
#
user.MessagingNode=127.0.0.1
user.MessagingNodePort=25050
user.MessagingNodeTransport=niotcp
user.RegistryMonitorinterval=30000

#
# Config Entries for BootStrapService Ul
#
BootStrapServiceUl.MessagingNode=127.0.0.1
BootStrapServiceUl.MessagingNodePort=25050
BootStrapServiceUl.MessagingNodeTransport=niotcp

Step 5 — Confiquring WS-Context

ers

/IATGLOBAL-

To use WS-Context, the following configuration $ileave to be modified.

wscontext.properties

This file is located atinstallation directory>\GridBuilder\confl\wscontextroperties.
Please configure it as followed. You only have &y pttention to text highlighted in red.

B T R T R B R T R T R
#

#

# FTHPIS - Property file used to set parameters for

# Information Service

# Web Site: http://grids.ucs.indiana.edu/~maktas/ft

#

B T R T B R T R T R
#H

#

# JDBC Connection parameters

#

BT R R R
#H
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cgl.fthpis.useConnectionPool = true

cgl.fthpis.jdbcDriver = org.gjt.mm.mysql.Driver

cgl.fthpis.wscontext.jdbcURL =

jdbc:mysql://127.0.0.1:3306/cgl_wscontext

cgl.fthpis.uddi.jdbcURL = jdbc:mysql://127.0. 0.1:3306/cgl_uddi
cgl.fthpis.jdbcMaxActive = 10

cgl.fthpis.jdbcMaxidle =5

B T R T R B R T T T R BHHH B R
#H

#

# Userid/passwords should not generally be stored i n clear text

#

T R R R T
#H

cgl.fthpis.jdbcUser = uddi_user
cgl.fthpis.jdbcPassword = changelt

B R HHHHAR
#t

#

# DataStore Modules

#

HHHH A HHHHHAR
#it

# DataStore module currently to use

juddi.dataStore = org.apache.juddi.datastore.jdbc.J DBCDataStore
# ExtendedUDDI DataStore module currently to use
juddi.extendeduddiDataStore = cgl.fthpis.datastore. jdbc.JDBCDataStore

# WSontext DataStore module currently to use
juddi.wscontextDataStore =
cgl.fthpis.datastore.jdbc. WSContextJDBCDataStore

T R R R T
#H

#

# FTHPIS SYSTEM paramaters

#

B T R T R B R T R T R BHHH B R
#H

Change this to your
fthpis.type = 1 own installation
#1-centralized , 2-decentralized directory
#mappingFile.path = C:/MyApps/HybridService/mapping files
mappingFile.path = C:/G e-tomcat-
5.5.26/webapps/axis2/WEB-INF/classes/HybridService/ mappingfiles

default.infoservice = UDDI
#default.infoservice = WS-CONTEXT

T T
it

#

# The WSDL address for the inquiry and publishing A P1 of the target
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# UDDI-Extended Information Service

#

HHHHA R
#Ht

UDDI_WSContext WSDL =
http://localhost:8080/axis2/services/HYBRID _SERVICE
#UDDI_WSContext WSDL =
http://gf12.ucs.indiana.edu:4780/axis2/services/HYB
#UDDI_WSContext WSDL =
http://gf6.ucs.indiana.edu:4347/axis2/services/HYBR

T R R R
#H

#

# Debug log enabled or not.

# OFF/INFO

T R R R R
#t

logLevel=INFO

B
#H#

#

# BENCHMARK
B
H#H

##eger publication test ediyorsak bu true olucak. i
olucak

publication_benchmark=true

##eger inquiry test ediyorsak bu true olucak. publi
olucak

inquiry_benchmark=false

T R R R T
#H

#

# PUB-SUB System paramaters

#

B T R T R B R T R T R
#H

# CACHE INFO - 20 MB = 1024 x 1024 x 20 = 20,971,52
highwatermark = 20971520

fthpis.timeout = 10000
fthpis.replicaset = 1

BT R R R
#t

# NB Parameters. Please replace following NB parame

your

# Narada Broker
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B R B
H#H#

#FTHPIShostname = gf2.ucs.indiana.edu
#FTHPISID = 2

#hostname = gf6.ucs.indiana.edu
#portnum = 4648

#protocol = niotcp

#NB_HOME=/home/maktas/nb/NaradaBrokering-1.1.6 Change this to your

own installation
FTHPIShostname = localhost directory
FTHPISID = 1

hostname = localhost
portnum = 3035
protocol = niotcp

NB_HOME B EGENSCORIERMENEING 2025 okering- 3.2.0

BT R R R T
#itt

# NB Service Configuration Parameters

BT R R R T
HHH

#This specifies the location of the Fragmentation D irectory needed by
FragmentationDirectory=C:/TempFiles/tmpFiles/fragme nt
#This specifies the location of the coalescing dire ctory

CoalescingDirectory=C:/TempFiles/tmpFiles/coalesce

#This specifies the location of the Security keysto re
SecurityKeyStore=C:/SecurityStores/keystore

#This specifies the location of the Security trusts tore
SecurityTrustStore=C:/SecurityStores/truststore

#This specifies the cryptography provider within th e system
SecurityProvider=CryptixCrypto

#Specifies the location of the stratum-1 time serve rs used by entities.
#time-a.nist.gov,time-b.nist.gov,time-a.timefreq.bl drdoc.gov,time-
b.timefreq.bldrdoc.gov,

#time-c.timefreq.bldrdoc.gov,time.nist.gov,time-

nw.nist.gov,utcnist.colorado.edu

#,131.107.1.10,128.138.140.44

#NTP_Servers =

129.6.15.28,129.6.15.29,132.163.4.101,132.163.4.102 ,132.163.4.103,192.4
3.244.18

NTP_Servers =
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## This is the time interval (milliseconds) between
the NTP synchronization with an NTP time server,
## The default value is 30 seconds.
#NTP_Interval=2000

NTP_Interval=30000

NTP_Debug=0OFF

#These pertain to Reliable Delivery Service Impleme
(db=Database, file=FileStorage)
Storage_Type=db

Database JDBC_Driver=org.gjt.mm.mysql.Driver
Database_ConnectionProvider=jdbc:mysql
Database_ConnectionHost=localhost
Database_ConnectionPort=3306
Database_ConnectionDatabase=NbPersistence

FileStorage BaseDirectory=C:/NBStorage/filebased/pe

TOB_MaximumTotalBufferSize=2500000
TOB_MaximumNumberOfBufferEntries=10000

#In milliseconds#
TOB_MaximumBufferEntryDuration=50000
TOB_BufferReleaseFactor=0.8

# Comma seperated list of publicly known Broker Dis
#

BDNDiscoveryList=http://www.idonotexist.com,http://
:8080/BDN/servlet/Discover,http://www.gridservicelo

MulticastGroupHost=224.224.224.224
MulticastGroupPort=0
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env.bat

This file is located atinstallation directory>\wscontext_exe\env.bBiease configure it
as followed. You only have to pay attention to texghlighted in red.

Your installation
directory

Path of JDK 1.

SO EE maven-

1.0.2\bin;%PATH% /Jr
set JAVA_HOME-= JAVA home j
set MAVEN_HOME en-1.0 2

set CATALINA_HOME= a-tomcat-5.0.28

Your installation
directory

startjakartatomcat.bat
This file is located atinstallation directory>\wscontext_exe\startjakattancat.bat.
Please configure it as followed. You only have &g pttention to text highlighted in red.

set CATALINA_HOME=C
jakarta-tomcat-5.0.28\bin\startup.bat

t a-tomcat-5.0.28

Your installation
directory
startmysql4.0.bat

This file is located atinstallation directory>\ wscontext_exe\startmys@at.Please
configure it as followed. You only have to pay atten to text highlighted in red.

mysql-4.0.27-win32\bin\mysqld-nt --console --skip-i nnodb --
basedir=C S EREEKEGCNNSCONEXIEREMIYSE 0.2 7-Win 32
Your installation
directory
properties.properties

This file is located atinstallation directory>\wscontext_exe\jakarta-toate
5.0.28\webapps\axis2\WEB-INF\classes\propertiepgnties.Please configure it as
followed. You only have to pay attention to texghiighted in red.

B BHHHHHHHH A
#

#

# FTHPIS - Property file used to set parameters for UDDI-Extended
# Information Service

# Web Site: http://grids.ucs.indiana.edu/~maktas/ft hpis/index.html
#

B R R B
H#H#
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#

# JDBC Connection parameters

#

B R B
#H

cgl.fthpis.useConnectionPool = true
cgl.fthpis.jdbcDriver = org.gjt.mm.mysql.Driver
#cgl.fthpis.wscontext.jdbcURL =
jdbc:mysql://gf7.ucs.indiana.edu:3306/cgl_wscontext
#cgl.fthpis.uddi.jdbcURL =
jdbc:mysql://gf7.ucs.indiana.edu:3306/cgl_uddi
cgl.fthpis.wscontext.jdbcURL =
jdbc:mysql://127.0.0.1:3306/cgl_wscontext_deneme
cgl.fthpis.uddi.jdbcURL = jdbc:mysql://127.0. 0.1:3306/cgl_uddi
cgl.fthpis.jdbcMaxActive = 10

cgl.fthpis.jdbcMaxidle =5

T T
#it

#

# Userid/passwords should not generally be stored i n clear text

#

HHEHHH R R T T R R T R R R HHBHH R T
#it

cgl.fthpis.jdbcUser = uddi_user
cgl.fthpis.jdbcPassword = changelt

B BB
#it

#

# DataStore Modules

#

B H BB
##

# DataStore module currently to use

juddi.dataStore = org.apache.juddi.datastore.jdbc.J DBCDataStore
# ExtendedUDDI DataStore module currently to use
juddi.extendeduddiDataStore = cgl.fthpis.datastore. jdbc.JDBCDataStore

# WSontext DataStore module currently to use
juddi.wscontextDataStore =
cgl.fthpis.datastore.jdbc.WSContextJDBCDataStore

BHHHHH R BHHHHH R
#H

#

# FTHPIS SYSTEM paramaters

#

B R B
#H

fthpis.type = 1 Your installation
#1-centralized , 2-decentralized directory
#mappingFile.path = C:/MyApps/HybridService/mappi files
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mappingFile.path =C:/G
5.0.28/webapps/axis2/WEB-INF/classes/HybridService/

default.infoservice = UDDI
#default.infoservice = WS-CONTEXT

HHEHHH R R T R T R R R
#it

#

# The WSDL address for the inquiry and publishing A

# UDDI-Extended Information Service

#

HHEHHH R R T R R T R R
it

#UDDI_Extended_WSDL =
http://localhost:8080/uddi_wscontext/services/UDDI_
UDDI_WSContext WSDL =
http://localhost:8080/axis2/services/UDDI_WSContext
#UDDI_WSContext WSDL =
http://gf6.ucs.indiana.edu:4347/axis2/services/UDDI

#UDDI_Extended WSDL =
http://gf6.ucs.indiana.edu:4347/uddi_wscontext/serv
#UDDI_WSContext WSDL =
http://gf6.ucs.indiana.edu:4347/uddi_wscontext/serv

#UDDI_Extended_WSDL =
http://gf8.ucs.indiana.edu:4647/uddi_wscontext/serv
#UDDI_WSContext WSDL =
http://gf8.ucs.indiana.edu:4647/uddi_wscontext/serv

#UDDI_Extended_WSDL =
http://gf8.ucs.indiana.edu:4947/uddi_wscontext/serv
#UDDI_WSContext WSDL =
http://gf8.ucs.indiana.edu:4947/uddi_wscontext/serv

T
#it

#

# Debug log enabled or not.

# OFF/INFO

I R T R R T R R
#it

logLevel=INFO

B
#H#

#

# BENCHMARK
B R R
#H#

##eger publication test ediyorsak bu true olucak. i

olucak
publication_benchmark=true
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##eger inquiry test ediyorsak bu true olucak. publi
olucak
inquiry_benchmark=false

T R R R
#t

#

# PUB-SUB System paramaters

#

B T R I R B T R R
#H

# CACHE INFO - 20 MB = 1024 x 1024 x 20 = 20,971,52
highwatermark = 20971520

fthpis.timeout = 10000
fthpis.replicaset = 1

T R R R R
#t

# NB Parameters. Please replace following NB parame

your

# Narada Broker

B T R T B R T R T R
#t

#FTHPIShostname = gf2.ucs.indiana.edu

#FTHPISID =2

#hostname = gf6.ucs.indiana.edu

#portnum = 4648

#protocol = niotcp
#NB_HOME=/home/maktas/nb/NaradaBrokering-1.1.6

FTHPIShostname = localhost
FTHPISID = 1

hostname = localhost
portnum = 4648
protocol = niotcp
NB_HOM radaBrokering-
B T R T R B R T R T R
HHH

# NB Service Configuration Parameters

B T R B R T R T R
HHH

#This specifies the location of the Fragmentation D
FragmentationDirectory=C:/TempFiles/tmpFiles/fragme

#This specifies the location of the coalescing dire
CoalescingDirectory=C:/TempFiles/tmpFiles/coalesce

#This specifies the location of the Security keysto
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SecurityKeyStore=C:/SecurityStores/keystore

#This specifies the location of the Security trusts
SecurityTrustStore=C:/SecurityStores/truststore

#This specifies the cryptography provider within th
SecurityProvider=CryptixCrypto

#Specifies the location of the stratum-1 time serve
#time-a.nist.gov,time-b.nist.gov,time-a.timefreq.bl
b.timefreq.bldrdoc.gov,
#time-c.timefreq.bldrdoc.gov,time.nist.gov,time-
nw.nist.gov,utcnist.colorado.edu
#,131.107.1.10,128.138.140.44

#NTP_Servers =
129.6.15.28,129.6.15.29,132.163.4.101,132.163.4.102
3.244.18

NTP_Servers =

## This is the time interval (milliseconds) between
the NTP synchronization with an NTP time server,
## The default value is 30 seconds.
#NTP_Interval=2000

NTP_Interval=30000

NTP_Debug=0OFF

#These pertain to Reliable Delivery Service Impleme
(db=Database, file=FileStorage)

Storage_Type=db

Database JDBC_Driver=org.gjt.mm.mysql.Driver
Database_ConnectionProvider=jdbc:mysq|
Database_ConnectionHost=localhost
Database_ConnectionPort=3306
Database_ConnectionDatabase=NbPersistence

FileStorage _BaseDirectory=C:/NBStorage/filebased/pe

TOB_MaximumTotalBufferSize=2500000
TOB_MaximumNumberOfBufferEntries=10000
#In milliseconds#

TOB_MaximumBufferEntryDuration=50000
TOB_BufferReleaseFactor=0.8

# Comma seperated list of publicly known Broker Dis
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#
BDNDiscoveryList=http://www.idonotexist.com,http:// trex.ucs.indiana.edu
:8080/BDN/servlet/Discover,http://www.gridservicelo cator.org/

MulticastGroupHost=224.224.224.224
MulticastGroupPort=0

setpath.bat

This file is located atinstallation directory>\wscontext_exe\
uddi_wscontext_services_vS\setpath.Pé&tase configure it as followed. You only have
to pay attention to text highlighted in red.

.:set AXIS2_HOME=D:\wscontext\axis2-1.3
.:set AXIS2_HOME=D:\wscontext\axis2-1.2 Your installation
::set AXIS2_HOME=D:\wscontext\axis2-1.1.1 directory

.:set AXIS2_HOME=D:\wscontext\axis2-1.1

:set AXIS2_HOME=D:\wscontext\axis2-std-1.0-bin
set

AX1S2_HOME{ NGBk E SO et \vscontex t_services_v5\axis_|

ib\axis2_SNAPSHOT

Step 6 — Starting WS-Context
We are now ready to start the servers for WS-CanRdgase follow the instructions
below to start and verify all components are setupectly.

Starting MySQL

Please follow these steps to start MySQL.:

1. Open “cmd” by clicking Windows’ “Start” -> Run -ype “cmd” -> OK
2. Go to<installation directory>\wscontext_exe

3. Execute “env.bat”

AWINXPAsystem32\cmd. exe

Microzsoft Windows HP [Uersion 5.1.2668@1
CC» Copyright 1985-28@1 Microsoft Cowrp.

C:*~Documents and Settings“dominiclXcd C:“GBPackage“wscontext_exe

C:~GBPackagesuwscontext_exe>env.hat

C:~GBPackagesuwscontext_exerset PATH=C:“Program Files“Java~jdkl.5.@8_14%~bin:
ackagesuwscontext_exe maven—1.8_.2%hin;C:5Per1sbin;Co~WINAP zystem32 ; Co~WINA
INEP~System3 2 Whem;C:“Program Filesz“UideoLAN~ULC;C:*~Program Filesz“apache—a
Sxbin:CisProgram Files“Support Toolsw;C:“Program Files“Microsoft Uisual &
Common*~Tools“WinNT ;C:~Program Files“Microsoft Uiszswal Studio“Common“Tools;C

ram Files“Microsoft Uisual Studio~UC?8%bin;C:sProgram FilesSCUSHI;C:=“Prog
lessJavasjdkl.5.8_145~hbin

C:~GBPackage~uscontext_exe>zet JAUA_HOME=C:“Program Filesz“Java>jdkli.5_@_14
C:~GBPackageswscontext_exerset MAUVEM_HOME=C:“GBPackage“wscontext_exe‘maven

C:~GBPackageswscontext_exerset CATALINA_HOME=C:“GBPackage“wscontext_exe“ja
tomcat—-5.A.28

C:~GBPackage“wscontext_exe>_
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4. Execute “startmysql4.0.bat”

AWINXPAsystem32cmd.exe - startmysql4.0.bat
C:~GBPackagesuwscontext_exe >env_hat

C:~GBPackage~wscontext_exe>set PATH=C:“Program Files“Java~jdkl.5.8_14~bin:
ackageswscontext_exemaven—1.8.2%bin;C:5Perlsbin;Ca~WINAP«system32 ;G WINA
INEP~System32sWhem; C:“Program Files“UideoLANSULGC;C:“Program Files“apache—a
SsbinsCisProgram FilessSupport Tools“:C:“Program Files“Microsoft Uisual &
Common“ToolssWinMNT ; C:“Program Filez“Microszsoft Uiswnal Studio“Common“Tools;C
ram Files“Microszoft Uizual Studio~UC?8%bin;C:“Program Files“CUSNI*;C:-“FProg
lessJavasjdkl.5.8_14~hbin

C:~GBPackagesuwscontext_exerset JAUA_HOME=C:“Program Files“Java~jdki.5.H8_14

C:“GBPackageswscontext_exerset MAUEM_HOME=C:“GBPackage“>wscontext_exe“maven

C:“GBPackageswscontext_exerset CATALINA_HOME=C:“GBPackage-wscontext_exe“ja
tomcat—5.8.28

C:“GBPackageswscontext_exerstartmyzgld . A_hat

C:~GBPackagesuwscontext_exe mysgql—-4_8_27-win3d2xbhinmysgld-nt ——console —=sk
odbh ——basedivr=C:“GBPackage-wscontext_exe'mysgl-4.8.27-win32
mysgl-4.08.27—win32%bin“mysgld-nt: ready for connections.

Version: ‘4.8.27-nt' socket: *' port: 3386 Official MySQL hinary

Starting AXIS
Please follow these steps to start AXIS server:

1. Open “cmd” by clicking Windows’ “Start” -> Run -ype “cmd” -> OK
2. Go to<installation directory>\wscontext_exe
3. Execute “env.bat”

CAWINXPAsystem32\cmd.exe

Microsoft Windows XP [Uersion 5.1.26801
(C>» Copyright 1985-2801 Microsoft Corp.

C:=“Documents and Settings:dominic?cd C:“GBPackage“wscontext_exe
C:-“GBPackage“wscontext_exerenuv._hat

C:“GBPackage“wscontext_exe*set PATH=C:“Program Files“Java“jdkl.5.@_14~hin;G:~GBP
ackageswscontext_exesmaven—1.8.2%hin;C:Perl~bin;C:sUINSP systemI2 ;Co~HWINZP;Coxl
IMEP S yzten3Z2sWUbem; C:“Program Files“UideoLAMULG;C:“Program Files“apache—ant—-1.6
5%bin:C:sProgram Files“Support Tools“;C:“Program Files“Microsoft Uisual Studio®
Common“ToolssWinNT ;C:~Program Fileszs“Microsoft Uiszual Studio~Common“Tools;C:“\Prog
ram Filez“Microsoft Uiszuwal StudiosUC?8%hin;C:“~Program Files“CUSHT“;GC:“Program Fi
les“Javasjdki.5.8_14%bin

C:“GBPFackage“wscontext_exerset JAUA_HOME=C:“Program Files>Java“jdki.5.6_14

C:“GBPackage“wscontext_exe*set MAUVEN_HOME=C:“~GBPackage“wscontext_exe“maven—1_.08_2

C:-“GBPackage“wscontext_exerset CATALINMA_HOME=C:“GBPackage“-wscontext_exe“jakarta—
tomcat—5.8.28

C:=“GBPackage“wscontext_exer_
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4. Execute “startjakartatomcat.bat”. The following daw should appear shortly.

BEE
<]

Jun 2, 28008 7:83:46 PHM org.apache.coyote.httpll _HttpiliiProtocol init

IMFO: Initializing Coyote HTITP~1.1 on http—8H88A

Jun 2, 2088 7:03:47 PM org.apache.catalina.startup.Catalina load

INFO: Initialization processed in 3578 nsz

Jun 2, 2088 7:03:48 PM org.apache.catalina.core.StandardService start

IMF0O: Starting service Catalina

Jun 2, 2088 7:83:48 PM org.apache.catalina.core.StandardEngine start

IMFQ: Starting Servlet Engine: Apache Tomcats5.8.28

Jun 2, 2008 Y:-@3:-48 PM org.apache.catalina.core.StandardHost start

INFO: HEML validation disabled

Jun 2, 28008 7:83:48 PHM org.apache.catalina.core.StandardHost getDeplover
IMFO: Create Host deployer for direct deployment ¢ non—jmx >

Jun 2, 2088 7:83:48 PM org.apache.catalina.core.StandardHostDeployer install
INFO: Processing Context configuration file URL file:C:~GBPackage“wscontext_exe™
jakarta—tomcat—5.8.28 conf Catalina“localhost™~admin.xml

Jun 2, 28008 7:83:58 PH org.apache.struts.util.PropertyMessageResources <init>
IMFO: Initialising. config='org.apache.struts.util.LocalStrings’,. returnNull=tru

e
Jun 2, 2008 Y:-@3:50 PM org.apache.struts.util.PropertyMesszsageResources {init>
Initializing. config='org.apache.struts.action.ActionResources’ . returnbul

:@3:52 PM org.apache.struts.util.PropertyMessageResources <init>
Initializing,. config='org.apache.webapp.admin.ApplicationResources’,. retur
nMull=true

Testing the deployment

Please follow these steps to verify that WS-Consexters are running correctly:

Open “cmd” by clicking Windows’ “Start” -> Run -ype “cmd” -> OK

Go to<installation directory>\wscontext_exe\uddi_wscofiteservices_v5

Execute “setpath.bat”

Execute “startContextPublishExample.bat”. If yoe e following lines, the servers
are running correctly

PN

C:\WINXP\system32\cmd.exe - | x|

eta—8.jar;.%axis_lib~axis2 SHAPSHOT“jibx—run—SHAPSHOT. jar; .“axis_lib“axis2 SNHPSI’
HOI\neethl SNAPSHOT . jar; -~axis_libwaxiz2_ SHNAPSHOTwservlet—api.jar:.waxis_libMaxi
=2 SHAPSHOT“stax—api—1.A.1.jar; . saxis_libsaxis2_ _SHAPSHOT“woden—SHAPSHOT _ jar; . wax
is_lib~axis2 SHAPSHOTwwsdl4j—1.5.2.jar;.Naxis_libsaxis2 SHAPSHOT-wstx—asl-2.9.3.
Jar; . waxis_libwaxis2_ _SHAPSHOT“xalan-2.7.08. jar; .naxis_libvaxis2_ SHAPSHOT“xbean-2.
1.8, jar; .swaxis_libvaxis2_ SHAPSHOT“xercesInpl-2.7.1.jar;.Maxis_libhaxis2_ SHNAPSHOT
Nooml—apis—1.3.82 _ jar;: . saxis_libsaxis2 SNAPSHOTEmlSchema—SHAPSHOT . jar example.Co
ntextPublizshExample

e Running ContextPublishExample s
[Debug—1]1 Properties file loaded?
{dat:get_authToken xmlns:dat="http:- datatype.fthpis.cgl/ "> userlD>uddi_userd us
erID><credrchangel t{/cred>{/dat iget_authToken>
MMM PRINT AuthToken essscsese s
authlnfo = authToken: 1B8EF?14—3B94—11DD A83Y-EFC25C26ADF6
e dd PRIMT SeszionDeta FEEFR R T
ceszsionKey = 213AFDDS-3894- 11DD AB3Y-EFC25C26ADFG
RN S aue CONGexlh e e e e
contextKey = 2197EAE6G—3894-11DD-AE37-EFC25C26ADFG
ceszionKey = 213AFDDS-3094-11DD-A837?-EFC25C26ADFG
context value = wri:r vlabs/B8557853-58D4-11DC-B4B3—-8125EDFAABAFY?
e get context detail oo
contextKey = 2197EAE6—3A74-11DD-A837-EFC25C26ADF6
sessionley = 213HFDD5 3094-11DD-A83Y-EFC25C26ADFG
context value = wri:~ s vlabhs/B8557/853-58D4-11DC-B4B3—-8195EDFAABFY?
et MMM P ind coOntexh 6o oo
context_key = 2197EAE6—30%4—11DD—-A837Y-EFC25C26ADFG
user identifer = context: /Auser—defined—identifier
context session key = 213AFDD5-38%4-11DD-A837-EFC25C26ADF6
context DATA = wri:r»vlabhsBBLS57/853-58D4-11DC-B4B3-81?5EDFAABF?
e MMM gel context et a ] e e b
contextHey = 219?EHE6 3894-11DD—-A83Y-EFC25C26ADFG
sessionKey = 213AFDD5-3074-11DD-A837-EFC25C26ADF6
context value = wei:  v1labh-/B8557853-58D4-11DC-B4B3—8125EDFAABF?
C:-~GBPackage wscontext_exe uddi_wscontext_services_uh> i
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5. Execute “startSessionPublishExample.bat”. If yoaithe following lines, the servers
are running correctly

o C:AWINXPAsystem32\cmd.exe -|a ﬂ
) 0 1 b f j
0 D () () 0 D A
A T HA
0 0 1 i
0 0 N 0 D ?‘ |
MR HO 1 i N
0 PSHO i M
e 0 PSHO N
() NI H D 0 0 R :
0 NA HO
1 0 D 0 0 0 D
F 0 0 0 0 f
0 D 0 0 0 D 0
A I 0 D 0 i
0 1 0 0
0 0
0 0 i E E
0 f AP 0 1 0
0 i
0 f 0
H 0 0
[ 0 i

|
5

Step 7 — Starting NB 1.3.2
The next step is to start a Messaging Node foragedeta connection. Please follow the
steps below to start the node:

1. Modify file <installation directory>\NaradaBrokering-
1.3.2_0.37\bin\startBroker.balPlease configure it as followed. You only havpay
attention to text highlighted in red.

@echo off

set NB_HOME-=..

set brokerConfigFile=%NB_HOME%\config\BrokerConfigu ration.txt
set serviceConfigFile=%NB_HOME%\config\ServiceConfi guration.txt

set brokerCommunicatorPort=11111

set cp=.
path=%path%;%NB_HOME%\dII

for %%i in ("%NB_HOME%\lib\*.jar") do call cpappend .bat %%i

java -classpath %cp% cgl.narada.node.BrokerNode %br okerConfigFile%
%serviceConfigFile% %brokerCommunicatorPort% 202.94 | EGSREZE035

Your installation
directory
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2. Execute the file by double-clicking it. You shotdd able to see the following screen:

CAWINXP\system32\cmd.exe

MIOTCPSenderThread: Thread—-23 [19:17:84:132 1621 niotcp: 7202 _94_237_.242:
ending -..130

MIOTCPSenderThread: Thread-23 [19:17:84:132 1621>n10tcp'//232 24.237.242:
ter writing to SocketChannel....send huffer size: @

HIOTCPSenderThread: Thread—23 [19:17:84:148 1621 *niotcp://202.94_.237_.242:
ded data to send buffer ....zend buffer size:- @

NIOTCPSenderThread: Thread-23 [19:17:84:148 1621 >niotcp:~7/2082.94.237.242:
ending ...138

NIOTCPSenderThread: Thread—-23 [19:17:84:163 1621 >niotcp:- /202 _94_237_.242:
ter writing to SocketChannel....send huffer size: A

NIOTCPSenderThread: Thread—-23 [19:17:84:163 1621>niotcp:- -282.94.237.242:
ded data to send buffer ....send buffer size: A

HIOTCPSenderThread: Thread—23 [19:17:84:179 1621 niotcp://202.94.237_.242:
ending ...138

NI OTCPSenderThread: Thread-23 [19:17:84:179 1621)n10tcp-//232 ?4_.237.242:;
ter writing to SocketChannel....send buffer size:

MIOTCPSenderThread: Thread-23 [19:17:84:195% 1621 >niotcp: 7202 _94_237_.242:
ded data to send buffer ....send buffer size: B

MIOTCPSenderThread: Thread—-23 [19:17:84:19% 1621 >niotcp:/7202_94_.237._242:
ending -._130

NIOTCPSenderThread: Thread-23 [19:17:84:218 1621>n10tcp 282 .94.237.242:
ter writing to SocketChannel....send bhuffer size:

NIOTCPSenderThread: Thread-23 [19:17:84:218 1621 >niotcp://202_.94_237.242:
ded data to send buffer ....send buffer size:- @

Step 8 — Running Primary Health Check
In each domain, go teinstallation directory>\GridBuilder\binand execute
“‘runPrimaryHealthCheck.bat”. You should be ablsée the following screen:

CAWINXPAsystem32\cmd.exe

allow system to initialize

[2008-86-82 19:21:48,68851{ INF0OX [WinProcessRunner] — Executing: runForkDaemon.ba
t —port=65535

[2AB8—-B@6—HA2 19:21:58.8781{DEBUG> [PrimaryHealthChecker] — Checking Again ?
[2008—-B6-02 19:21:58,08851{ INFO>[PrimaryHealthChecker] — Checking Messaging Mode
... Will spawn if not reachable ?

[2008—B6—82 19:21:58,101 1{DEBUG?} [UniversalLocator] — Parsing Universal Locator:
udp:=--192_.168_.1 .8:63838

Checking MessagingMode: udp:-/-192.168.1.8:63838

[2008—-B6-02 19:21:58,1171{DEBUG?} [PrimaryHealthChecker] — Recieved: MHessage.PING
RESPOMNSE

[2008—B6—82 19:21:58,1171{ INFOX [PrimaryHealthChecker] — Messaging Mode @ {udp:/|
192 .168.1.8:63038>: 0K

[2BB8—B@6-—02 19:21:58.1321{ INFO[PrimaryHealthChecker]l — Checking Fork Daemon...
Will szpawn if not reachabhle *

[20P08—@6—82 19:21:58,1321{DEBUG} [UniversalLocator] — Parsing Universal Locator:
udp:=--192_168_1 _8:65535

hecking Fork Daemon: udp:/-192_.168.1.8:65535

[2BB88—B@6-02 19:21:58.1951{DEBUG> [PrimaryHealthChecker] — Recieved: Message.PING

[200B—A6—A2 19:21:58,1951{ INF0} [PrimaryHealthChecker]1 — Fork Daemon B {udp:~--19
.168.1_8:65535%: 0K

[2AA8—A6—A2 19:21:58_ 1?5 1{DEBUG> [PrimaryHealthChecker]l — Messaging Mode and Fork
Daemon started correctly. Sleeping for 38 Sec and check the status again

Before proceeding to the next step, make sureythatan see the sentence ‘Sleeping
for 30 Sec and check the status again” in ALL dorsai

Step 9 — Starting Bootstrap Service in ROOT
At this stage each domain has a Fork Daemon ruramdgvaiting for data arrival. Start
Bootstrap Service in the ROOT Domain (i.e. /ISAA®)following the steps below:
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1. In<installation directory>\GridBuilder\bin start the BootStrap Console by double-
clicking the “bootStrapUl.bat” icon or typing “bddtrapUl.bat” in a command
prompt. You should see the BootStrap Console pppssuollows:

BootStrap Console
' ® ®
Locakion OF ROOT Mode: Loction of ROOT Mode Fork Process Locator:
tapic: [/BOCTSTRAPSERYICE] | |t0pic:,I’,I’FORKDAEMON,I’ATGLOBAL- 192,168,1,52/:65535

Properties |

Configuration Property Walue

Figure 9-9 User-interface to start the Bootstrap &rvice in the ROOT domain

2. Click the “Refresh” button. Then, the “Instantiat®itton becomes enabled.
3. Click the “Instantiate” button and then click thRéfresh” button again. Now all
sub-domains should appear on the left window.
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B Booist rap Console

(E) Shutdown

Location OF ROOT Mode: Loction of ROOT Mode Fork Process Locator:
|bopic: {/EOGTSTRAPSERVICES | bopic: | {FORKDAEMON/ATGLOBAL-192. 168, 1.52/:65535
Properties |
Configuration Property Value
A~
v

@ Loaded
@& Instantiate Request Sent...
@ Could NOT Load Node Skatus

Figure 9-10 A Bootstrap Console showing statuses afsensor grid sub-domains

Notice that you do NOT have to do the bootstraggse in other domains. Bootstrap
processes of sub-domains will be started by ROQwaiio automatically.
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Step 10 — Starting GB Management Console
Start the GB Management Console (GBMC) in any efdbmains by executing

userUl.batin <installation directory>\GridBuilder\binIf all domains are working fine,

you should be able to see the screen shown below.

B Grid Builder Management Console

Systern Help

Resource Group Fllter:i_* B Deploy @ Stop

(SRR cistrics
3 topic: /{REGISTRY/TSAAC
+[3 topic: {{REGISTRY| /%P3 Resource Location:

Service Adapter Properties | Palicies |

Current Status:
Comporent LUID:
Host IP Address:
SA Type!

S Manager Type:
Operating System:
Resource Status:

Log: | The output information from this resource:

Lol

***3tatus of Deploying Grids:*** |

Figure 9-11 An initial view of a Grid Builder Management Console

D.7 Step by Step Sensor Deployment Guide
In this section we are going to deploy 6 typesanfs®rs in the domains, including:

1.
2.

Video — a PC Web Camera

Video Edge Detection — a Computational Service Wwiakes input from a Video
sensor and output processed video including “Edefedion” and “Region
Finding” modes

RFID — a RF Code M220 RFID reader which can be eoted to a PC through
Bluetooth interface. It detects signal strengtmpgar, motion and panic
information from RFID tags

GPS - a satellite positioning device which proviges-spatial latitude and
longitude coordinates. It can be connected to #ahPgligh Bluetooth interface
Tribot — a NXT Tribot Lego robot carrying Light, ioh, Sound and Ultrasonic
sensors. It can be connected to a PC through Ritreioterface

Wii Remote — a remote controller of the Wii gamasale. It can be connected to
a PC through Bluetooth interface

217



D.7.1 Deploying a RFID Reader
Please follow these steps to deploy a RF Code NRFAD reader (rfid1) in one of the
Leaf Domains. This RFID reader can be connectedR€ using Bluetooth interface.

1. Before using GBMC, pair up and connects the RFiiee to the PC of the target
domain. On the PC, right-click the Bluetooth icord&elect “Bluetooth Setup
Wizard”

Explore My Bluetooth Places

Quick Canneck

Stop the Bluetooth Device
CH i $ e
|

2. Configure a device

2 Bluetooth Setup

- Welcome to the Bluetooth Setup
e Wizard
.‘1-
I v Thiz Wizard will help you zet up pour Blustooth ervironment.
e ;
- ‘what would you like ta do?
r () | know the service | want to use and | want to find a
Bluetooth device that provides that zervice.
— G)I want to find & specihc Blustooth device and configure |
thow thiz computer will use its services, :
() | want ta configure the Blustooth services that this camputer
[r— will provide to remate devices.
() | want ta changs the name and/or device type that this
computer dizplays to other Bluetooth devices.
[ Hest » ] [ Cancel
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3. Select the RFID reader and click next

2 Bluetooth Device Selection

Select a device

Femote devices must be in Dizcoverable mode for this computer to find them,
Far azzistance in making a remote device dizcoverable, refer to the remate

dewvice's documentation.
2 8 & @
ATGLOBAL.. BT-GPS  [[EETHIEE Mokia H300-2 MNxT
[BE:b2:25)

Show all devices v.!

If the device you are looking for is not in the list, wenfy that the device has power and iz
operational. On some dewices, pou must press the Connect buttan to make the device
digzoverable.

< Back ” Mest > ][ Cancel

4. Pair this RFID reader with its passkey

2} Bluetooth Security Setup le

Bluetooth Pairing |
Paired devices exchange a secret key each time they connect. This key iz unique

far each pair of devices; it iz used ta verify identity and to encrypt the data that the
devices exchange.

To pair with the selected device pou must know that device's

zecurity code.

If the selected device does not require a security code, or to pair
with the device later, click Skip.

Fair Mow

Enter the security code and then click Pair Mow.

Bluetooth security code: I:I

[ < Back ” Skip ][ Cancel ]
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5. Select “Serial Port” service

2, Bluetooth Service Selection
Select the services you are interested in.
The following services are available through the selected Bluetooth Device.
Select the zervice that you want to access on the selected device,

W SerialPort

< Back ” Finigh ][ Cancel

6. A window should be popped up to configure this mervChoose a COM port and
remember it for later use.

Bluetooth Properties E|

General |

“\h\_‘ _____ o
k’\\& !M_22D__AI 70037 SerialPor |

Secure Connection

COM Port; | COM4 v
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7. Right-click the Bluetooth icon again and select pi&xe My Bluetooth Places” this
time.

Explore My Bluetooth Places

Bluekooth Setup wWizard
advanced Configuration

Cick Conneck

Stop the Blustooth Device

8. Double click the RFID reader

¥ My Bluetooth Places
File

J Back ,.___,:I I?: )’I Search li- Faldars =

Address My Blugtookh Places

Edit  View  Blugtooth  Favorites  Tools  Help

\ e M220_AT70037 SerialPort
Mot Connecked

Bluetooth Tasks

Ej Blustookh Setup Wizard
'& Yiew My Bluetookh services
;:J Yiew devices inrangs

G‘ Wigw or modify configuration

9. If this reader is connected successfully, the foilhg status should be shown. The
RFID reader is now connected to COM4.

% My Bluetooth Places

File Edit Wiew EBluetooth  Faworites  Tools  Help

.,__,!:I Bacl: ‘_) I?: )’I Search [*r_ Frildire 5

Address

My Bluetooth Places

MZ20_AITO037
Bluetooth Tasks

. ™
gj Bluetooth Setup Wizard s M220_AIF0037 SerialPort
'& Yiew My Bluetooth services ReRIiaged (LN,

,J Yiew desvices in rangs

G‘ Migwt or rodify configuration
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10.Now go back to GBMC. GBMC shows all leaf domainarmected to a particular
server. From any PC where GBMC is opened, you ealog sensors remotely in
any domains shown on the left hand side. To s&playing sensors, click on one of
the domains on the left hand side, and click “Dgplo

2 Grid Builder Management Console

System  Help
Resource Group Filker:| * ‘ £ Deploy ﬂ’Stop
: | S
= Registries : Service Adapter Properties ! bolicies. \
& Ntopic! [REGISTRY /JISAAC
E3 topic:([REGISTRY/S150 Resource Location: \
L. [3 topic:{[REGISTRY /%P5
Current Status:

Component LUID:
Host: 1P Address:
54 Type:

54 Manager Type:
Operating System:

Resource Status:

Log: The output information from this resource:

#*#3ratus of Deploying Grids#

|
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11. A window should pop up. Enter details of the senBor “Sensor Type”, choose
RFID. Enter the COM port which the RFID readerasmected. Press “OK” to

proceed.

£ Sansor Selection

B=1ES

Sensar IDY | RFID Mz20
Group IR | dema
Street: | Tak Chee Ay
City: | Hong Kong
StatefProvince: | Hong Kong
Country! | Hong Kong
Sensar Type
RFID v
COM Pork
4 | (ea 1)

(04 ] ’ Cancel

12. After a while you should be able to see a new semsiong deployed in the domain.
Notice the “Current Status” and “Resource Statnghe tab “Service Adapter
Properties”. “Current Status” shows whether theseeis being managed by GB. In
normal circumstances, “Current Status” should ckdrngm REGISTERED to
MANAGED within one minute. “Resource Status” shomisether the sensor client
program is running. It should change from “Not Rimgi to “Running” within one
minute.
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£ Grid Builder Management Console

System  Help

Resource Group Filber:| *

4 Deploy 0 Stop

=R Registries

i topi

E3 topi

<

IREGISTRY[ISABC
110-11dd-b
IREGISTRY//S150

| >

FEEILatus

of Deploying Grids#

|

.

Service Adapter Properkies | Pualicies |

Resource Location:

| Curent Status: REGISTERED €

Component JUID:

Haost IP Address:

Sh Type:

Sh Manager Type:
Oper aking Svystem:
Resaurce Status:

Log:

topic:/{56/315402e7-3110-11dd-b19e-a48744ec7121/1

31540267-3110-11dd-b19e-a48744ec7121
192.168.1.10

SensorServiceAdapter

SensorManager

Windows XP

«—

Mak running

The output information from this resource:

2 Grid Builder Management Console

System  Help

- Resource Group Filter:

*

‘ W Deploy & stop

= Registries

topic: {[REGISTRY [{ISAAC

£3) topic:/{REGISTRY /{5150
F3 topic:{REGISTRY/{¥PS

*EEItatus

of Deploving Grids#

| £

Service Adapter Propetties | Folicies |

Resource Location:

Current Skatus:

Component HUID:

Haost IP Address:

Sh Type:

S& Manager Type:
Operating System:
Resource Skatus:

Log:

topic:/[Sa/31540267-3110-11dd-b19e-a48744ec7 1211
MANAGED 44—
315402e7-3110-11dd-b1 9e-a48744ec7121
192.168,1.10

SensorServicefdapter

SensorManager

‘windows 3P

Running €———

The output information from this resource:
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14.You can check the policies of the sensor in taldi¢is”.

2 Grid Builder Management Console

System  Help

* ‘ i Deploy & Stop

Resource Group Filker:

] Service adapter Propeties | Polces |

S binf
E3 topic:/{REGISTRY,/5150 Bh0L RFID M220
3 topic:/{REGISTRY/{#PS Group ID:  demo

Street! Tat Chee v
City:  Hong Komg
State/Province:  Hong Kong
Counkry: Hong Kong

Sensor Type

RFID

CiOM Port

4

#r*3tatus of Deploving Grids#

5.5

D.7.2 Deploying a NXT Tribot Robot

Please follow these steps to deploy a NXT Tribab&®dqTribot) in one of the Leaf
Domains. It can be connected to a PC using Bluktimbé¢rface.

Before using GBMC, find out the Bluetooth addrekthe robot by following these steps:

1. Right-click on the Bluetooth icon on the WindowsHKiaar and choose “Explore my
Bluetooth place”.

Explore My Bluetoaoth Places
Bluetooth Setup Wizard

Advanced Configuration

Quick Connect r

Stop the Blugtooth Device

) ) =

2. On the left-column of the popup window, choose Widevices in range”.
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% My Bluetooth Places
File Edit Wiew Eluskooth  Favoribes  Tools  Help

.\Jjak @ - L:E pSearch |f—" Folders -

Address ﬂ My Eluetooth Places

Bluetooth Tasks:

Ej Blustoaoth Sekup Wizard
@7 YWiew My Blusfooth services

E} Wigw o miodify configuration
Shows Bluetooth devices that currently can be accessed,

Other Places

Zonnect a Wirkual COM port bo 5 Bluetooth device

3. Right-click on the device named “NXT” and choos@sdperties”. If you cannot see
its presence, make sure that the robot is turneaindnchoose “Search for devices in
range”.

* My Bluetooth Places\Entire Bluetooth Neighborhood
File. Edit Wwiew  Blugtooth  Favoribes  Tools  Help

@Back - -.\) Lﬁ: pSEarth l{-l Folders 3

Address ‘_) My Bluetooth Places\Entire Blustooth Neighborhood i | ]
| ~
= Keith M7 3wd =N
Smart Phore

Bluetooth Tasks

Ej Blustooth Setup Wizard
'&, Yiew My Blustooth services
)'J_ Search For devices in range

M220_AI70037
rilnown: Maior 310, Minor(0)

[}' YWiew or modify configuration
s Establish Pairing

,3 Discover services

Explore
Open

v
B Display device properties Conneck Dew B |
| Discover Awailable Services /
D
Pair Device
Paste

4. The Bluetooth address can be found in the popuplavin Write it down on a piece
of paper.
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NXT Properties E| E

General |

7
! T

Type  Unknown: Major(8), Minar(4)

Device Sddress 0016530227

5. Now go back to GBMC. Choose a domain and click ‘Dgp

< Grid Builder Management Console

System  Help

+

Resource Group Filker:

| 3 Deploy & Stop

B@ Registries : | Service Adapter Properties : Palicies *
REGISTRYHISAAC
RFID Mzz0
[ topic/REGISTRY/{S150
L3 topic:{[REGISTRY[XPS

#w#3tatus of Deploying Grids#

|

6. Enter the following details. You should enter tHaddooth address which you have
found and written down in step 4. Click “OK”.
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< Sensor Selection

Sensor IDv | MXT Tribot
Group IR | dema
Street: | Tak Chee Ay
City: | Hong Kong
StatefProvince: | Hong Kong
Country! | Hong Kong
Sensar Type
MAT Robok hd
Robok Sensor Type
Part 1:
| Lllkr asonic o |
Part 2:
|5|:|un|:| > |
Robot Type:
Tribot v|

Part 3t

| EYra

Part 4.

Light

Bluetooth address: (e.q.
001653028a7c)

|DDIESSDEea?c

7. You should be able to see the newly deployed rebottly.
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£ Grid Builder Management Console

System  Help

- Resource Group Filker:| *

4 Deploy 0 Stop

=R Registries
{3 topic:/(REGISTRY{ISARC
RFID M220

[3 topic:/[REGISTRY{/5150
F3 topic:{[REGISTRY//%PS

£ I |

>

> .

#x*3tatus of Deploying Grids#

|

Service Adapter Properkies | Pualicies |

Resource Location: topic:/fSA[/72070625-3115-11dd-a453-9a051201 1e4b/3
Current Status: REGISTERED
Component UUID: 72070628-3115-11dd-a453-9a051201 1e4b
Host IP Address: 192.168,1.10
54 Type: SensorClientServiceAdapter
Sh Manager Type: SensorManager
Operating System: Windows =P

Resaurce Status: Mok running

Log: [The output information from this resource:

8. After the while the status should be updated.

< Grid Builder Management Console

System  Help

+

Resource Group Filker:

| i Deploy & stop

=P Registries

i JREGISTRY/ISAAC

RFID Mzz0
s

3 topic:REGISTRY{/5150

3 topic:{[REGISTRY/[XPS

#w#3tatus of Deploying Grids#

|

Service Adapter Properties | Palicies |

Resource Location: topic:/1SA(72070628-3115-11dd-a453-9a051201 1e4b)3 -
Current Status: MANAGED
Comporent UUID: 72070628-3115-11dd-a453-2a051 201 1edh
Haost IP Address: 192.168.1.10
Sh Type: SensorClientServicendapter
S8 Manager Type: SensorManager
Operating System: Windows =P

Resource Status: Running

Log: [The cutput information from this resource:
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D.7.3 Deploying a GPS
Please follow these steps to deploy aGPS in otleedfeaf Domains. This GPS can be
connected to a PC using Bluetooth interface.

1. Pair up and connects the GPS to the PC with sin@t@miques described in section
D.7.1 for RFID deployment.

2. Assume that the GPS is connected to COM3. In GBtli€k on one of the domains
on the left hand side, and click “Deploy”.

2 Grid Builder Management Console

System  Help

esource Group Filker:| eploy op
R al Filk - Depl Sk
- | S

: Service Adapter Properties ' i’olicies, \

RFID Mz20 Resource Location;
B T Tribot

ic: Current Status:
opi TR ]

Component LUID:

Host IP Address:
SA Type:

5S4 Manager Type:
Operating System:

Resource Status;

Log: [The output information from this resource:

#r*3tatus of Deploving Grids#

|

3. Enter details of the sensor. For “Sensor Type” osledGPS. Press “OK” to proceed.
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£ Sansor Selection

B=1ES

Zensar IDY | gps

Group IR | dema

Street: | Jamboree Road
City: | Irvine
State/Province: | California

Country: | US

Sensar Type

\GPs v

COM Pork

E | (ea 1)

| ok || caneel

4. After a while you should be able to see a new sdmsing deployed in the domain.
Notice the “Current Status” and “Resource Statnghe tab “Service Adapter
Properties”. “Current Status” shows whether theseeis being managed by GB. In
normal circumstances, “Current Status” should ckdrngm REGISTERED to
MANAGED within one minute. “Resource Status” shomisether the sensor client

program is running. It should change from “Not Rimgi to “Running” within one
minute.
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£ Grid Builder Management Console

System  Help
Resource Group Filker:| * ‘ 5 Deploy ﬂstop
= Registries : Service Adapter Properties | Folicies |
3 topic: /[ REGISTRY |/ TSAAC
RFID MZz20 Resource Location: topic:/fSa/66adf4f1-311a-11dd-bbc-ddf17fd1 7a62/1
MxT Tribok
E3 topic:/{REGISTRY|/5150 Current Status: REGISTERED
topic:/{REGISTRY/[XPS
Component UUID: &6adf4f1-311a-11dd-bboc-ddf17fd17a62
Host IP Address: 192,168,1.58
SA Type:! SensorServicefdapter
54 Manager Type: SensorManager
Operating System: Windows XP
Resaurce Status: Mot running
< = | > Log: [The output information from thisz resource:
#t#3tatus of Deploving Grids#
o4
£ [ »

< Grid Builder Management Console

Syskem  Help
Resource Group Filter:| * 'ﬁ' Deploy ﬁ Stop
=8 Registries : Service Adapter Properties | Policies |
Pic:,l',l'REGISTR\",I',I'ISAAC
RFID MZ20 Resource Location! topict//Sa/66adF4f1-31 1a-11dd-bb9c-ddf17Fd17a62(1
B KT Tribot
topic:{{REGISTRY /5150 Current Skatus: MANAGED

topic:/REGISTRY/{xPS
Component UUJID: &6adf4f1-311a-11dd-bb9c-ddf17Fd17a62

Host IP Address: 192,168,158
Sh Type: SensorServiceAdapker
54 Manager Type: SensorManager
Cperating System: Windows XP

Resnurce Skatus: Running

Log: |The output information from this resource:

##¥3tatus of Deploving Grids

| £
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D.7.4 Deploying a Wii Remote
Please follow these steps to deploy a Wii Remotnmof the Leaf Domains. This Wii
Remote can be connected to a PC using BluetoatHacke.

1. Make sure that a Wii Remote can be detected byuatBbth adapter connected to
one of the sub-domain computers.

2. On the Console, select the domain which the Wii 8tenwill be deployed on and
then click the “Deploy” button.

3. Enter details of the sensor. For “Sensor Type”osled’'Wii Remote”. Leave the field
“Bluetooth Address” blank. Press “OK” to proceed.

£ Sepsor Selection E' E' E'

Sensar 10| Wi Remote
Group IDY | demao
Street! | Jamboree Road
City! | Irvine
State/Province: | Califarnia

Country: | U5

Sensor Type

|'-.-'-.-'ii Remote v |

Blugkooth Address

Leave Blank

| ok || canes

4. Now, a new item appears under the domain curresefigcted. Select the item to see
its service adapter properties. On the Service fatdroperties page, you should see
that Current Status is REGISTERED and ResourcesSisitNot Running.
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2 Grid Builder Management Console

System  Help

+

Resource Group Filker:

‘ % Deploy & Stop

(=6 Registries

RFID Mzz0
MNAT Tribot

topic: [ REGISTRY/[TSAAC

“.-[3 topic:/{REGISTRY/{5150
=3 topic:){REGISTRY/[PS
= Gps

>

4 Service Adapter Propetties i bglicies:

Resource Location: topic:ff5a/b79bb3bd-311d-11dd-895a-ef 765b990F 7113
Current Status: REGISTERED
Component UUID: b7obbabd-311d-11dd-895a-ef7650990F71
Host IP Address: 192,168,1.58
54 Type:! SensorServiceddapter
54 Manager Type: SensorManager
Operating System: Windows XP

Resaurce Status: Mot running

Log: [The output information from this

#t#3tatus of Deploving Grids#

|

resource:

5. Press button 1 and 2 of your Wii remote control halill on. Wait for around 10-20
seconds until the 4 blue light spots stop flaskang only the leftmost one lights up,

which means the deployment is successful.

Hold these two buttons

Wii

6. Shortly you can see the Wii Remote being deployedessfully.
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< Grid Builder Management Console

System  Help
* Resource Group Filker:| * ‘ e g S
= Registties : Service Adapter Properties | Poficies |
=3 topict/{REGISTRY/{1SAAC LR
g RFID M220 Resource Lacation: topic:|/55/b79bb30d-311d-11dd-3954-ef 7650990 713
B MKT Tribot
@) topic:/(REGISTRY/(S150 Currertt Status: MANAGED

-E3 topic:/[REGISTRY/{¥PS
Component UUID: b79bb3bd-311d-11dd-895a-ef7650990f71

Haost IF Address: 192.168,1.8
54 Type:! Sensorserviceddapter
54 Manager Type: SensorManager
Operating System: Windows XP

Resource Skatus: Running

Log: [The output information from this resource:

#t*#3tatus of Deploving Grids#

D.7.5 Deploying a Web Camera
Please follow these steps to deploy a Web Cameradrof the Leaf Domains. This Web
Camera can be connected to a PC using the USBaicger

1. Make sure that a webcam is connected to one afithedomain computers.

2. On the Console, select the domain which the WebeZarwill be deployed on and
then click the “Deploy” button.

3. Enter details of the sensor. For “Sensor Type”,osko“Video”. Press “OK” to
proceed.
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£ Sansor Selection |:| |§| E'

Sensor 1Dt | web Camer|

Group IR | dema

Street! | University Road

City: | Bloormingkon

State/Province: | Indiana

Country: | US

Sensar Type

Yiden v

| ok || caneel

4. Now, a new item appears under the domain curresefigcted. Select the item to see
its service adapter properties. On the Service feddproperties page, you should see
that Current Status is REGISTERED and ResourceisSisitNot Running.
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2 Grid Builder Management Console

System  Help

Resource Group Filker:| * ‘ 5 Deploy g Skop

Service Adapter Propetties ! Folicies |

RFID Mz20 Resource Location: topic:ff5a/c3cd02f0-3120-11dd-blce-cef 35bbdbbfs)a4
MXT Tribok

IREGISTRY//S150 Current Status: REGISTERED

Component UUID: c3cd02f0-3120-11dd-b1 ce-cef35bbdbbfs

Host IP Address: 192.168.1.55

B wi Remats
54 Type: Sensorserviceddapter

54 Manager Type: SensorfManager
Operating System: Windows %P

Resource Status: Mak running

Log: [The output information from thisz resource:

#t#3tatus of Deploving Grids#

|

5. If the deployment is successful, Current Status Radource Status change to
MANAGED and Running respectively after 10-20 sesnd

= Grid Builder Management Console

System  Help
Resource Group Filker:| * ‘ 5 Deploy g Skop
=6 Registries : Servics Adapter Properties | Folicies |
3 topic: | REGISTRY | ISAAC
RFID Mz20 Resource Location: topic:ff5a/c3cd02f0-3120-11dd-blce-cef 35bbdbbfs)a4
MXT Tribok
toPiC',l’,l’REGISTRV,I’,l’SISD Current Status: MARAGED
ra
Component UUID: c3cd02f0-3120-11dd-b1 ce-cef35bbdbbfs
=63 topic:|{REGISTRY|{XPS
=, GPS Hast IP Address: 192,168,1.55

Wi Rernoke

54 Type: Sensorserviceddapter
54 Manager Type: SensorfManager
Operating System: Windows %P

Resource Status: Running

Log: [The output information from thisz resource:

***3tatus of Deploving Grids#

|
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D.7.6 _Deploying a Video Edge Detection Service
Please follow these steps to deploy a Video Eddedien (VED) service in one of the
Leaf Domains. This is a Computational Service aatlme deployed in any domain

1. On the Console, select the domain which the VED v@ldeployed on and then click
the “Deploy” button.

2. Enter details of the sensor. For “Sensor Type”osled'Video Edge Detection”. Press
“OK” to proceed.

£ Sensor Selection E' E' E'

Sensor IDY | wED

Group IR | dema

Street! | University Road

City: | Bloormingkon

State/Province: | Indiana

Country: | US

Sensar Type

Widen Edge Detection w

| ok || caneel

3. Now, a new item appears under the domain curreseigcted. Select the item to see
its service adapter properties. On the Service feddproperties page, you should see
that Current Status is REGISTERED and ResourceisSisitNot Running.
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2 Grid Builder Management Console

System  Help
Resaource Group Filter:| * ‘ 5 Deploy ﬁ‘ Stop
Reqistries : Service Adapter Propetties ! Folicies |
bopic: {{REGISTRY | TSAAC
RFID Mz20 Resource Location; topic:/fSa/21497a0a-3124-11dd-9296-8188fce5476b/ 114
MXT Tribok
pic:/{REGISTRY//S150 Current Status: REGISTERED

Web Camera
Component UUID: 21497a0a-3124-11dd-9e96-8158fce5476h

tapic:{{REGISTRY/[%PS
B cps

5 Wi Remate Sh Type: SensoriClienkServiceddapter

Host IP Address: 192.168.1.55

54 Manager Type: SensorfManager
Operating System: Windows XP

Resource Status: Mok running

Log: [The output information from thisz resource:

***3tatus of Deploving Grids#

|

4. If the deployment is successful, Current Status Resource Status change to
MANAGED and Running respectively after 10-20 secnd

< Grid Builder Management Console

System  Help

* ‘ i Deploy & Stap

Resource Group Filter:

= Registries » Service Adapter Properties !_f_?_"_c_iesu
pic:{{REGISTRY /{15880C
RFID M220 Resource Location: topic:ffSa/21497a0a-3124-11dd-9e96-8183fce5476bf114
YT Tribot
topic://REGISTRY /5150 Current Status: MANAGED
3| weh Camera

Component UUID: 21497a0a-3124-11dd-9296-31588Fce5476h

3 topic:{[REGISTRY/[XPS

5 Lig Host IP Address: 192,168.1.55

5 wi Remote S8 Type: SensorClientServiceAdapter
S48 Manager Type: SensorManager
Operating System: Windows XP

Resource Status: Running

Log: [The ocutput information from this resource:

#rt3tatus of Deploving Grids

155
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Sharedlets

Send
Control
Messages

Filter

Synchronization
Mode

N~

Meeting
Participants

N 1am the host

5
Jext Chat

Appendix E - User Guide for SCGMMS Application User

Impromptu is a framework for developing collaboratapplications. Separate

applications can be plugged into Impromptu as “Stilets”. In order to demonstrate the
power of SCGMMS, we have developed a “Sensor Sketfe@ensor Sharedlet is a
UDOP application which is defined on an operati@ralironment of sensors. It aims at
demonstrating the ability of SCGMMS to support UD@elopment by allowing the
user to do filtering, visualization and sharingoimhation acquired from a grid of sensors
deployed in SCGMMS. The Sensor Sharedlet is lalb@teRobot Demo in Figure 9-12.

E.1 Sensor Sharedlet

4 Impromptu - test

Presentation
Area

B @R
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] Browse

——

2 Wii IR position
im
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>,

>,
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s |
B
iSensur 1D:

[2[]€]

iGruun D:
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Pressed
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Figure 9-12 Overview of Sensor Sharedlet

The figure above shows a screenshot of Sensor @earé®n the top left hand corner

shows a list of Sharedlets which are different imagibns developed under the

Impromptu framework. Among them, “Robot Demo” ie tBensor Sharedlet. The user

can click on the tab of the Sharedlet to open it.
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Impromptu is meeting-based. There always existssadnd some participants. All
participants in the meeting share the same view. &rhem can perform different
actions and changes will be reflected on the scoéall participants. The bottom left
hand corner shows a list of participants who areetily in the meeting. They can
communicate with each other using VOIP.

After Sensor Sharedlet is opened, in the left coldinere are two areas for sending
control messages to sensors and defining filtesiitgria respectively. On the right hand
side is the list of all sensors available. Thedigtamically changes with the status of
sensors and filtering criteria.

The presentation area contains 4 panels for disgglajata of sensors. The user can
decide data from which sensor he/she wants todpayied by dragging a sensor from
the sensor list to one of the panels.

E.1.1 Sensor List

On the right hand side all sensors in the operatienvironment is shown. Each of them
provides a stream of raw data. Different typeseniser are displayed in a tree hierarchy
represented by different icons, with the corresprogdensor ID next to it.

User can display the data of a particular sensa tisag-and-drop action from the sensor
list to one of the panels in the presentation é¢éatuses of sensors are represented by
different colors. Sensors which are currently balrgplayed in the presentation area are
highlighted in yellow. If a sensor which was pressty online is disconnected, it will be
highlighted in red to catch user’s attention. @#lisensors can be removed from the list
by applying an empty filter in the Filter Panel.

@ CIH

“;;'f Humanoid @ Irvine

? IR
g ﬂ RFID @ HK
- L
¢ RFID @ Irvine
ﬂ LOCATE - 56080275
ﬂ RFCMII - 13122214
LiEs) RFCMI - 94186979

Sensor
goes
offline

Sensor
being
T displayed
~+<k Tribot @ HK
v
5% WED @ HK
% VED @ Irvine
3 Video @ HK

Figure 9-13 Sensors on SG sensor hierarchy highlitggd in different colors
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Grouping

The sensor hierarchy viewing allows user to graensers together by different

parameters. These parameters include name, gsgeand status.
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Figure 9-14 Grouping sensors into hierarchies
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E.1.2 Presentation Area

The presentation area contains four panels; eattteaf can display data from a sensor.
In order to display data of a sensor, the usetddsag and drop the icon of the sensor
from the sensor list to one of the panels.

<5 Impromptu - Demo B@@
l @ orevons @ next  Aodress:| 5 Browse
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(i sensors
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Figure 9-15 Dragging a Lego Mindstorm NXT HumanoidRobot to the top right panel

243



I (peons e hddress:| Iv| [Eprowse

Rotation Room Temperature (i sensors =

= ¢Os6
| Gps @ hk
gpsi@Amsterdam
Robot Demo © | gpsi@Barcelona
£ -
Sensor Controls | | gps@Birmingham

@5 B4 06 I 05 0O U5 29 05 B4 05 I S 00 05 19 gps@Denver

= — i D gps@Frankfurt
EIEl e

at

Rotation Pisec)
0

Temperature (°C)
- B

Sensor Fiter Please draga sensor to here! Distance nghl Intensity apsi@leeds
Sensor ID: _ o § aps@Liverpool
[ ] Ew | ; E aps@London
Group ID: g £ gpsi@Manchester
I ; o
— % W4 05 WL BT O 05 WA O5 04 05 EW BT W 0% 19 gps@Paris
"5_“}"— Tme 1 gps@Roma
%. : _ [TT—— gps@Toronto
I:MID QOR Humanoid @ Irvine L]
ilter to
No Fiter 4 Humanoid @ Irvine
PR
® {3 RAD @ HK

[ LoCATE - 00000774
{4 LoCATE - 00011389
4 LocATE - 00011302
{2 LocATE - 00011304
(1 LOCATE - 00011396
grons S’ ﬂg LOCATE - 00013109
ol e 7] LOCATE - 00014400
iy X, (&84 LOCATE - 00019991

[ LOCATE - 00010092
{4 LoCATE - 00010993
{4 LOCATE - 00019995
{2 LocATE - non10008
91 LOCATE - 00020010
{11 LOCATE - 00026344
{1 LOCATE - 00026345
4 I {1 LOCATE - 00026346
¥l Hands Free Tl aps@Frankfurt {9 LOCATE - 00026347

& Text Chat | gg’ LOCATE - 00026348 ||

Apply Fiiter ‘Reset

L pm,k, oWarszawa

Please drag a sensor to here!

&2  Fo o

Figure 9-16 Visualization of NXT Humanoid Robot sesor streams

Each panel display can be expanded to the linthefull presentation area by double-
clicking the sensor ID label. Double-click the labgain to toggle it to the original
presentation panel size.
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Figure 9-17 A panel displaying data from GPS devicis expanded

Each type of sensor is associated with a defaaftgmtation method after being dragged
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to the panel. The following diagrams show the prestén used for different types of

Sensors.
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E.1.3 Sending Control

To send control to a sensor, choose the sensbeifBSensor Controls” panel. If the
sensor is capable of receiving control messagkst, @ buttons will be available. Click
on the buttons to send the corresponding contrgkage to the sensor.

NXT Robots can move in four directions (forwardrkveard, left and right) and move
their arms according to the type of control messagat. Control messages for different
types of robots are slightly different.

Sensor Controls

| Humanoid & Irvine g |

3 £ B =20 ¥

Figure 9-18 Control panel for NXT Humanoid Robot

Sensor Controls

| Tribot @ HK v
[n[v]€]3] ]

Figure 9-19 Control panel for XNT Tribot Robot

Another type of sensor which takes control message¥ideo Edge Detection (VED)
Computational Services. There are two types ofrobntessages for VED — Edge
Detection and Region Finding.

~Sensor Controls E
[VED @ K | —
RS |

AfiSIoN

Figure 9-20 VED with Edge Detection Control
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Sensor Controls

|VED @ Hs -| ::)
ElE

Figure 9-21 VED with Region Finding Control

E.1.4 Filtering

A user does not always want information from atis®s. He/she can filter away
unwanted sensors by entering filtering criteriausing the filtering panel.

The criteria are defined by a SensorFilter objacsensorFilter is composed of a set of
properties defined in SensorProperty connected Baiblean “and” or “or” operators.
Given that a list of sensor properties in a sefiker are connected together with the
“and” operator, only sensors which have propestigs exact match in string
comparison with ALL the properties defined in titef should get through. Similarly
sensors which have properties with exact matckrimgscomparison with ANY of the
properties defined in a sensor filter with sensopprties connected together with the
“or” operator should get through.

To use the filtering Ul, follow these steps to stwact a query consists of “and” and “or”
operators:
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Sensor Filter Sensor Filter

Sensor ID: |Sensur ID:

| | |

|Gruup 1D |Gruup 1D: |
|

Sensor Type: Sensor Type:

ops -~ | 7]

- - |
|

a0 | oR | | an | | or |
Filter to Apphyr Filter to Apphy:
Mo Filter sensurType=Gl¥\
M~
| appiyFiter | | Reset | | appiyFiter | | Reset |

1. In ONE of the fields, entering the 2. Either press the “OR” or “AND” button
keyword which you would like to filter to add the keyword to the list according
to what your query is.

Sensor Filter
Sensor ID:

Group ID:

Sensor Type:
| -]
|Cily=

|

|AND| |0R|

Filter to Apphr
sensorType=GP5S
[AND] groupld=hk
[OR] sensorType=RFD
[AND] groupld=group2

| Apply Filter H Reset |

3. Suppose we want to show all GPS
devices in group “hk” and all RFID
devices in group “group2”, repeat step
1 and 2 to construct a query like this.
Then click “Apply Filter”
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Figure 9-23 Sensor List after Filtering
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E.1.5 Computational Services

Some sensors, known as “Computational Servicestiaddake input from the
environment. Instead, they take output of othessenas their input, perform various
computations on the data, and output the processtadinally. What computation is

being performed depends on the type of serviced¢hsor provides.

One of the Computational Services we currently havtke “Video Edge Detection
(VED)". It provides two types of services on videmcessing — Edge Detection and
Region Finding. Edge detection is a service whietects the edges of moving objects in
the video stream. Detected edges are visualizedlagul lines out of the black
background. Region Finding is similar to Edge D&tecbut uses the original video as
background. Both services are encapsulated ingdesifideo Edge Detection. Two
different algorithms are requested by sending tifferént control messages.

To set which video stream as the source of a VIBID,0an drag the icon of a video on
the sensor list to a VED icon. Afterwards, drag\lteo service to one of the display
panels from right to left. The processed video sthbe shown.

Apply Fitter Reset

Operating Picture

¥ Strictly synchronized

~——

1amthe host

8| | | bonn poe

&2 @o o

=0
]
[ Hands Free Tl 7|
& Text Chat |

Please drag a sensor to here!

Vidleo is not rea

VED @ Irvine

Please dray a sensor to herel

Figure 9-24 Setting the Source of Video Service
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Figure 9-25 Source of VED has been set

Fault tolerance issue: If any attempt to drag @seto a Computational Service which
does not support that particular sensor type, awgmessage will be displayed. For
example, an attempt to drag a GPS sensor to a \Gdetputational Service results in the
following error message:

Unspported sensor,

The selected sensor does not support this type of Source sensor.

oK

E.1.6 Synchronization Mode

To support UDORP to the fullest extent, Sensor SHatg@rovides two synchronization
modes among meeting participants — Strictly Symabws and Loosely Synchronous.
Strictly Synchronous means that all participanéssdraring the same operatin picture,
with sensors being displayed in all panels in ttesentation area and filtering criteria
being the same. Every attempt to change the opgrpicture by any of the participants
will be reflected on the screen of all participants

On the other hand, Loosely Synchronous means g@agtigipant has his/her own
operating picture. The user can choose to dispddy tlom any of the sensors in the
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presentation area and define his/her filteringediat without affecting the view of other
participants.

Only the host of the meeting has the right to dwitetween Strictly and Loosely
Synchronous modes.
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Figure 9-26 Panel for setting mode of operating piare
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Figure 9-28 View of meeting participant in Strictly Synchronous Mode
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Figure 9-30 View of meeting participant in LooselySynchronous mode
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E.2 Geo-Spatial Sharedlet
Geo-Spatial Sharedlet is another Sharedlet whichdeaeloped under Impromptu. The

purpose of this Sharedlet is to provide an opegatioture for displaying the geo-spatial
location of all sensors being deployed through SG@&Wvith a 2D world map
representation. Every sensor is represented byrdened icon in the map with its sensor
ID displayed on the right hand column respectively.

& e b BEE
.l .Preﬁnns [0 et Address: | v (Serowse

- Collahorative Map Display
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Show All

<< Previous | Mext »>
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Figure 9-31 The Geo-Spatial Sharedlet

Tetms of Use

The location of a sensor is determined by the Valg way:

If the sensor is a GPS device, the location ost#resor is determined by the data
streamed out of the device. For other types of@sntheir location are determined by
the street address entered during deployment @tieess field is mandatory). The
sharedlet automatically translates the addres® lat-Ing position by using Google
Maps API [4].

To view the information of a particular sensor, giyclick on the icon.
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Figure 9-32 Information of a sensor

A strictly synchronous view is shared among all timggparticipants.

M Collaborative Map Display

GeoSpatial

| ID:REID @ Irine: LOCATE -
| Type:RFID
Group ID: group2
W Streer Esmbme Road
+
| City: Trvin
State: Clforria

Show All

Figure 9-33 View of meeting participants
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E.2.1 User-interface for UDOP Applications
Having architectural support from SCGMMS, this gatwill illustrate how a front-end
application supports UDOP Management.

Creating the Operating Picture

In Sensor Sharedlet, you can define the operaictgre in 3 perspectives:

1. Showing the data of which sensor in the presemtatiea by drag-and-drop?
2. What filtering criteria are defined?

3. What descriptions given to some of the sensors?

The figure below shows a sample operating picthoeving data of 4 sensors. The filter

is set to show only GPS, NXT Robot, RFID and Winixe.

Group Sesnors by
s ; :
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or Type=NXT Robot RFID Slgnal Strength Wii IR position Up:  Unpressed
[[OR] sensorType=wii Remote o 10
IORISE"S“”VFE:”'D 0 Down: Unpressed
= h‘ ‘ ‘ ) Left: Pressed
e I‘ '\| I “\ (\ w
Apply Fitter Reset Zw l \‘ \‘ Riaht npressed
= == , = [
 Operating Picture § % ” ‘ {l i Home: Pressed
¥ Strictly synchronized % \ | ‘
2n H “ ‘ > Plus: Unpressed
5
‘ ! J e Minus: Unpressed
‘ l One: Pressed
am
w1z Two:  Pressed
" e ans
= = - A Unpressed
a1 dn ﬂn — RFCMII - 76975625 — LOCATE - 55363838 -
————— RFCMI- 75336024 RFCMI- 24110880 T e 6w g I <
0 :
) — LOCATE- 80230550 — LOCATE - 76894132 x Hpresset
¥ Hands Free  TaIR 7| hid wil
& Toxt Chat

To set the description of a sensor, follow thespst

1. Right-click on the sensor and choose “Set Desonipti
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& Impromptu - Demo g@gl
EE v Emows

s
B et T gy L|g|1l Intenslty Sound Intensity
% =1 o
e g H'\ P m
5o |2 ﬂ B
Comd | 2 =
(2T £
angoia £ 5
e Ly # 5‘ |
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natial Please drag a sensor to here! Please draga sensor to here!
—
1am the host
2B & [pominic Chan
& o o
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]
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2. Type the description of the sensor

2 Set Description

Description:  Thiz is a GPS device connected to the PC with Bluetaath

OK | | Cancel

3. The description can be viewed as tool-tip text wtienmouse is over the icon of the
sensor in the sensor list
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il ? ﬂ UDOP Service
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Saving a UDOP Template

Once the operating picture is defined, the usersear it to a UDOP Template by using
the UDOP Service. To save, follow these steps:

1. Define your operating picture, then right-click ¥&aAs” on “UDOP Service” in the
sensor list.
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2. Enter the Label and Description of the UDOP Tengpéaid press “ok”

2 Save As

Label:  [a) sensors |
Description:  This OF shaws the data of all 4 sensors heing deployed. |

| ok || cancer |

3. You can see that the new Template has been addked list.
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Opening a UDOP Template

You can load UDOP Templates from UDOP Service lipdong these steps:

1. Supposed the current operating picture is showirg/tew of a single NXT Robot
and the user wants to load the Template “all safisBight-click on the Template

and press “Open”
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Deleting a UDOP Template
1. To delete a UDOP Template, just right-click on Treenplate and press

“delete”
EEX)
¥ ([Erowse

s e |
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Showing Change History of a UDOP Template

The user can update a UDOP Template by using thee"dunction. Each subsequent
updated will be recoded as a growing list and tteeybe loaded. Please follow these
steps to learn how to update, browse and load ehhistpry of a UDOP Template.

1. Once you have defined your operating picture, ridick on the UDOP Template

you would like to update and click “save”
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2. Type your new description and press “OK”
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Time
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Time
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All sensors

Description:

The presentation area shows 3 Bfid tags and a GRS, ko filter applied|

OK | | Cancel
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3. The Template is updated. You can browse the ugdstery of the Template by
right-click on the Template and press “Show Trail”

4.
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So far we have updated this Template once. Thequeentry can be found at the
bottom of the list
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To open it, choose it in the combo box and pregsetO. The previous Template is
loaded.
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Filtering UDOP Templates

The user can filter UDOP Templates by using keywoifde system will search through
the labels and descriptions of all UDOP Templatesshow only those which match
with the keyword. To do filtering, follow these p&

1. Right-click on UDOP Service and choose “Set Filter”
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2. Enter the keyword and press “OK”. Here we woule lik find all Templates with

“gps”.
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3. Only 3 Templates left now

<3 Impromptu - Demo

|

Robot Demo

|[OR] sensorType=NXT Rohot
[[OR] sensor Type=\Wii Remote
[OR] sensor Type=RFID
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Appendix F - RFID Positioning (Localization)

RFID reader: RFCode M220 Reader
RFID Tag: RFCode M100 Active Tag

Introduction

There are many studies about RFID positioning ith la@ademic and commercial world.
In commercial world, one of the most successfutlpots is AeroScout System. They use
both Time Difference of Arrival (TDOA) and Receiv&ignal Strength Indication (RSSI)
algorithm to determine tags’ location with 3 of itkedicated AeroScout Location
Receivers. (For details, please refehtiw://www.aeroscout.comThe study by Applied
Physics Institute, Western Kentucky University skdwhat its outdoor accuracy was less
than 1m but its indoor accuracy was as large afRgFiDWombile].

In academic world, there are 2 algorithms on focdse is LANDMARC (LocAtioN
iDentification based on dynaMic Active Rfid Calibicn)[RFIDNi]. Another one is
LEMT (LocationEstimation usingModel Trees)[RFIDYiIn][RFIDYin2]. [RFIDNI] said
that LANDMARC's indoor accuracy was: 50 % of errevere within 1 meter while the
maximum error distance was around 2 meters with 4&IDR readers.
[RFIDYIn][RFIDYin2] said that LEMT’'s indoor accurgcwas: 40% of errors were
within 0.5meter and 80% of errors were within 1.8tens with a considerable number of
readers and reference tags.

According to our initial testing, with the followgnalgorithm, errors were around 0.5
meter with one reader and one tag only.

Model Building Algorithm:

The signal strength (power per unit square) recebyea RFID reader from a RFID tag is
inversely proportional to the square of the distabetween the reader and the tag. So we
have:

1
PDr—2

However, the output of the signal strength receiggda RFID reader is in dBm. To

express an arbitrary powBras x dBm, we have:

P =10
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Assume that the signal strength received by a RigHaler from a RFID tag depends on
their distance and their surrounding disturbanamming to a multiplicative model as
follow:

PO iz EﬂEnvironmeltal Factor)
r

Suppose that there are a reference tag and a t@agetvhich follow multiplicative
models as below respectively:

1 .
Prag: 0 — EﬁEnwronmemI Factorrarget)
T arget
1 .
Preference 1 — 5 HIENVironmetal Factor, e,

Re ference

Further assume that the effect of the environmdatabrs on the 2 tags is similar, then
we can cancel the environmental factors in the asafollows:

2
I:)T arget |:| rRe ference
P 2
Reference r.T arget

By taking logarithm, we can obtain a linear modefalows:

In PTarget = a‘O + ai In PReference+ a‘2 ln rT arget + a3 ln rReference-'- 3

By rearranging, we have:

Inr +&

T arget =a 0 +a1 ln rReference-'- a 2 In I:)Target +a 3 In PReference

SubstitutingP =10, we have:

In rT arget = bO + b1 Inr + b2 XT arget + b3 XRe ference+ 3

Re ference
This is a linear model on which our positioninggnam is based.
Position Detection

Having built a model from a number of training dadae could test the model by setting
up known positions and apply the position detebtethe model for comparison.

For an initial special case, the model will be #plto detect a position collinear with
and between the 2 RFID readers. In order to redhbeefluctuation of the detected
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position due to the instability of signal strengttetected, the system has implemented
some smoothing technique:

1.

Weighted average of the distances from 2 readers

Suppose there are 2 readers: Reader 1 at a pogiteond Reader 2 at a positiop p
with p;<p,. Let 5 and g be the distance of a target tag from Reader 1Reatler 2
estimated by the detected signal strengths wittmtbdel respectively. Also, let.s
be the distance between the 2 readers. Then, thiégooof the target tag:ps
calculated in the following way:

1 1

S
pt:(p1+sl)x 1311 -'-(pZ_SZ)>< 1 21
i B i B
S S

Moving average

After p; is obtained by the weighted average as abovegshienated position is
further smoothed by the moving average technigee ply) be the position of the
target tag pestimated at time T. Then the k-step moving aveetdime T is:

_ Peney F Poneyr T Ponery-2 TR F Ponery—kn

r)t,N(T) K

N(T) is the number of the position detection reeartby the system. T=0 is the time
when the system starts.
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Lists of Acronyms, Abbreviations, and Symbols

Term

Meaning

Sensor-Centric Grid Middleware
Management System (SCGMMS)

A Middleware for sensor management

Sensor

a time-dependent stream of information
with a geo-spatial location

User-defined Operating Picture (UDOP)

An operapitgure with all its aspect
being defined by the user dynamically

Common Operating Picture (COP)

An operating pictdnéch is common to
all the participants involved in a session

Loosely synchronous model

In the system, therdegise user who is
the presenter. Under certain condition (e

during presentation), all participants have

the COP same as the presenter. Under @
condition, each participant can have his/l
own operating picture

g.

ther
ner

Grid Builder (GB)

Part of SCGMMS for management of
sensors

Sensor Grid (SG)

Part of SCGMMS for brokering sesso
applications and GB

Sensor Sharedlet

A sample UDOP application develope
Impromptu’s Sharedlet framework which
utilize SCGMMS

Computational Service

Sensors which does not tgiat ifrom the
environment. Instead, they take output of
other sensors as their input, perform
various computations on the data, and
output the processed data finally

Sensor Service Abstraction Layer (SSAL

A commadgriiace for Sensors and
Computational Service to communicate
with SCGMMS

End of Document
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