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1.Introduction

We have developed severad web-based environments to support both education and
computing during the last few years. Early examples were the web-based interface to the
Landscape Management smulation system [28,29,30] and the use of Tango Interactive
[10] for distance classes between Syracuse and Jackson State Universities. These were
regpectively  essentidly the fird computing and educationd web-based portals ever
developed. ERDC provided they key initid support for this work, which has now
blossomed in a nationwide activity. We have continued to work in both areas and here
describe the essential features of a framework caled ECCE for eectronic communities
for computing and education. ECCE builds on two technologies - the Gateway computing
environment and the dill developing Ganet collaboration sysem. ECCE embodies
lessons from our past work and incorporates modern Internet technologies. It is built in a
modular fashion to enable multiple applications to re-use the same basic technology.
Further the design recognizes that is no longer possible for a University research group to
build a complete sysem in this areg; rather one mugt build a modular system that uses
other academic, government or commercid components where possble. ECCE uses
commercid technology for the event system, ingtant messenger, and the shared display
collaborative module and dlows a choice of commercid and research audio-video
conferencing support. Only with such an goproach can you build a sustainable high
functiondity sysgem taking advantage of the laet technologies These include
digtributed object and web technology with active sdf-defining objects. New standards
such as XML, new languages like Java and new mobile hand-hdd clients are furthers
enablers of web-based environments, which offer the promise of remarkable user
productivity.

2. Requirements

We want to support the convenient interaction between multiple users (clients)
and multiple resources. The resources are computers, networks, instruments, storage
devices, and visudization sysems for computing portals. They are curriculum pages,
quizzes, homework, and registration systems for education. Both applications need
information resources to provide the ever-increasing sea of knowledge in which ether to
learn to do research. We have learnt that information can be divided into two classes —
gructured and what we cdl the Gallimaufry below. For those familiar with Yahoo or
Google, the structured information corresponds to adirectory labeled by athoughtful
hierarchy of topics; the Gallimaufry is accessed the typica web search interface suitable
for ahodgepodge of materid. We build ECCE to support both classes of information
using the W3C concept of a URI (Universa Resource Identifier) [35] to label dl entities
inthe system. Note that aURI isjust agenera hierarchicd labd; it is does not have to be



aweb ste. We can catdog dl the computersin our organization usng URI’s such as
organization://things/computer s/pc/2001/serial number. This objects would have
properties attached it for which one would develop an XML schema— for computers, the
schema would identify location, owner, manufacturer, CPU, memory, windows name,
DNS name etc. Such metadata would typicaly (today) be specified in a XML file which
islikely to have one or more web addresses — thisisthe URI for the metadata file—in
generd quite different from the URI of the object. In the education and training arena, the
IMS and ADL activities[14,15] have specified the structured information with the
expected hierarchica arrangement; they cover curriculum modules and student related
information. Objects like grades and curricula pages and object properties like
prerequisites and completion requirements are specified. We assume that asmilar
approach will be adopted in dl areas with the key objectsidentified and schemafor their
properties developed. Furthermore we see the universa use of URI’sdlowing an
integrated approach based on a core XML schema specifying ahierarchica structure with
specidized properties for each fidd. Thisis accessed with a generdization such as
XQUERY (to XML) [34] of standard database methodology with al data (including the
ungtructured Gdlimaufry with URI’s but no systemetic arrangement) alowing aWeb
search like interface. Note the resources in the Gallimaufry and structured informeation
directory are dl labeled by URI’s. We expect the URI to be a useful classifier for the
gructured but not for the Gallimaufry.

Portas are built in terms of web access to services on objects and above we have
discussed the underlying distributed object structure we will use. Note that we did not
describe the particular mode we will use— CORBA, COM, Java, SOAP —for this
doesn’'t seem to us critical. At the distributed object level one has services such as object
lookup and registration, object persstence and database support, event and transaction
services. Security and fault tolerance are key services needed by al portals. We expect
the technology to be driven by commodity and commerce portas, which must dso have
an excdlent Information service. Globus and Gateway have aready developed good
Security capabilities optimized for computing portals and we can use these solutions.
Object sharing and the collaboration service is an areawe are concentrating on, asthis
very important in both application areas. For education and training, the collaborators are
teachers and students while for computing they are researchers or perhaps
computationalists and consultants. We have dready found here that formal scenarios such
as class or science lectures or project reviews can be successfully supported for
synchronous collaboration where shared objects (documents) are displayed at different
gtesand their view kept consstent. More dynamic scenarios such as brainstorming or
office hours need improved technology. Our collaboration research has focused on
resource sharing and we have taken other key technology such as audio-video, chat
rooms, white boards etc. from other projects. We have dso learnt that qudity archiving
of red-time on and the integration of synchronous and asynchronous collaboration is
very important. Most activities use person to person interactions as an enhancement to
asynchronous interactions mediated by e-mall and other non-ingtantaneous information
exchange. There are other services, which tend to be application specific. For computing
one can ligt accounting, job monitoring, file services (such as FTP), visudization,
programming, application integration or composition, seamless access for job
submission, and a parameter specification service (e.g. get data from web form into your



Fortran program wrapped as backend object). Also the basic application independent
services need specid optimization; in the computing case, we need high performancein
object access and inter-object data transfer; we need to support special characteristics of
our field such as information services that support mathematics and scientific deta.
Technically this corresponds to support of MathML, HDF5 [31] and higher-leve
gpecifications such as XSIL [24] and those developed within DICE (ICE) project at ARL
[32]. For education, specia services include delivery of lectures, support of “office
hours’, grading, homework submisson, quizzes and assessment. These need to sengtive
to IMS and ADL standards, which specify the structure of many of the relevant objects
(tests and quizzes, assessment, grading sheets etc). ECCE has been designed o that the
base framework can support generic services like security and collaboration and so that
one can add these other services and other object standards.

Separately we have studied and prototyped in ERDC projects, the role of hand-
held devices in both education and scientific research. Although these devices and their
support is still immature, we see continued increase in the capability and use of these
devices. Thus our portas must be designed so objects can be accessed from awide
vaiety of dients and further that such diverse dlients can collaborate in the same session.
Thisimpliestechnicaly that we must separate object sharing from the rendering (display)
of the object. This can be done with modern web systems where the object or information
specification (gpplication specific XML) is separated from its rendering (HTML, WML)

3. Technology Overview

Our approach has severd key and nove festures that have been designed to address
issues coming from both previous ressarch [1] and a detalled andyss [2] of mgor
commercid tools in the collaboration and object management area. We will exploit the
exising computing portal Gateway [3] that provides a web interface to access and
manipulate computationa science objects. The collaboration service is formulated as the
Garnet system, which uses an integrated distributed object framework, consstent with the
discusson in sec. 2, to specify dl the needed object properties including both their
rendering and ther collaborative features. Sharing a complex object is difficult and we
believe that one must have a sophisticated base object model to be able to build a
successful  broadly applicable collaboration system. Thus it makes sense to build the
requirements of collaboration into any portad sysem. Including rendering information in
an object's description dlows one to cusomize to different clients and so build
collaborative environments where one shares the same object between hand-held and
desktop devices We assume that we are building our computing portd on a
computationa grid infrastructure and so we can layer our high level services on top of the
capabilities under development by projects such as the NEES Grid [4] being developed
for earthquake engineering and for experimentad physics, the Paticdle Physcs Daa Grid
[5] and GryPhyN [6]. Users, computers, software gpplications, sessons, and dl forms of
information  (including experimentd data, sSmulation results and recordings  of
audio/video conferences) are dl objects, which can be accessed from ECCE. Education
objects are built to be compatible with IMS and ADL sandards as explored in Sen's
Syracuse PhD thesis [33]. This thesis was based on the course and grading support
sysdem (“The NPAC Grading Sysem”) used to support al our distance education
including that with Jackson State. ECCE objects will dl be sdf-defining; namdy they



will make explicit dl the necessary metadata to enable ECCE to perform needed
functions such as searching, accessng, unpacking, rendering, sharing, pecifying of
parameters, and sreaming data in and out of them. This metadaia is defined usng a
caefully desgned XML schema GXOS and exploiting the new RDF framework from
W3C [19]. Typicdly ECCE only manipulates the meta-objects formed from this metadata
0 tha we build a high functiondity middleware tha only performs control functions.
The XML meta-objects used by ECCE are proxies that point to the location of the “red
object” they define and can initiate computations and data transfers on these real objects.
Objects can be identified by a URI and referenced with this in either RDF resource links
(such as <rdf:description about="URI" .. ) or fidds in the GXOS specification. The
important URI's are the GXOS name such as gndi://gxosroot/jpl/gemusers/?, and the
web location of either the meta-object or object itsdf. All objects in GXOS mugt have a
unigque name specified in afamiliar (from file syslems) hierarchica URI syntax.

ECCE <oftware is largdy written in Java (usng Enterprise Javabeans in the middle
tier) but JavalXML is only the execution object modd of the meta-objects; one can load
perssently stored meta-objects or control target “red objects’ formed by flat files,
CORBA, Microsoft .net (SOAP) or any digtributed object system to which we can build a
Java gateway. Our successful Gateway computationa porta [1,3] has used this Strategy
dready; here dl object interfaces are defined in XML but CORBA access is generated
dynamicdly. Further this sygsem dso only uses meaobjects in the middle tier and
invokes programs and files using classc HPCC technology such as MPI. This strategy
ensures we combine the advantages of highly functional commodity technologies and
high performance HPCC technologies.

The Garnet collaboration
savice in ECCE uses the shared
event model of collaboration where
these events use the same base
XML schema as the meta-objects
detribing the entities in  the
sygem. The uniform treatment of
events and meta-objects enables us
to ue a dmpe univesa
perssency mode gotten by a
. database dient (shown in the figure
. below) subscribing as a dient to al
. collaboretive applications.

Peer to Peer P2P “IIIusion” among Integéﬁtion of %ng)o;qus an_d

: . asynchronous  collaboration  is

publish/subscribe mechanism to support both modes. Hierarchicd XML based topic
objects matched to XML based subscribing profiles specified in RDF  (Resource
Description Framework from W3C) control this. Topics and profiles are dso specified in
GXOS and managed in the same way as meta-objects. These ideas imply new message
and event sarvices for the Grid, which mugt integrate events between applications and
between clients and servers. This GMS (Grid Message sarvice) is one mgor focus of our




current computer science research. One extenson of importance GMSME (GMS Micro
Edition) handles messages and events on hand held and other smdl devices This
assumes an auxiliary (persond) server handling the interface between GMS and GMSME
and offloading computationdly intense chores from the handheld device. Currently we
use IMS (Java Message Service) to provide publisvsubscribe services for events in our
prototype Garnet sysem but have adready found serious limitations that we will address
in GMS. [36] The event based synchronous collaboration modd handles both the classc
microscopic  state changes (such as chage in specification of viewpoint to a
visudization) but dso the transmitted frame-buffer updates for shared display which our
experience has shown to be the most generdly useful sharing mode for objects. We dso
support shared export where objects are converted to a common intermediate form for
which a powerful general shared viewer is built; shared PDF, SVG, Java3D, HTML and
image formats are important export formeais. Collaborative visudization usng either
shared SV G or Web export is a promising capability supported by ECCE.

Although the use of XML based objects is rdatively wel understood, there gppears to
be less consensus as to the distributed programming or execution model needed to build
the services needed by applications. In other words, what is the distributed operating
sysem for the objects and meta-objects? The Ninja project [7] a UC Berkdey is
addressng such issues with a philosophy smilar to our approach, which is termed
MyXoS, and supports ECCE with such capabilities as the crestion, access, copying and
editing of meta-objects. MyXoS has a "shdl" smilar to that provided by UNIX but
Soecified (at a low level) by RDF satements and amed a manipulating GXOS objects
not files in UNIX. W3C likes to tak &bout the Semantic Web [8] formed by the
gynergidic interaction of web resources and this intriguing concept is an underlying
research issue for systems like Ninja and MyXoS. Ancther important trend is peer-to-
peer computing (P2P [24]) with recent work typified by JXTA from Bill Joy a Sun
Microsystems [9]. As shown in figure above, collaborative systems creste P2P networks
dthough in our gpproach (and most other systems), this is an "illuson" for the P2P
environment is created by the routing of messages through a network of servers. Here
another interesting research issue is how best to peform this mix of software and
hardware multicast and where the servers should be placed; MyXoS dlows the dynamic
indantiation of servers to support clusters of dlients with amilar subscription profiles
The message routing draegy heeds to integrate the published topic and subscription
profile objects and is quite complicated for heterogeneous client subscriptions.

The ECCE prototype will only implement basic versons of these ideas and the
extensons needed for paticular scientific fidds or particular educational and training
goplications imply mgor research and implementation chalenges. Research areas include
the Grid Message Sevice as wdl as the Grid sarver architecture implementing the
“illuson of P2P'. We will dso research the dructure of MyXoS and the management of
billions of meta-objects in an efficient effective fashion. Indeed, the quedtion "is this a
reasonable modd at dl with separate object and meta-objects’ - will be an important
lesson from our research. Our use of RDF as the scripting language of the Semantic Web
will chdlenge this rdaivdy smple metadata modd and perhaps point the way to
improvements.  Integrating the event models between the different services and
synchronous and asynchronous collaboration modes is another hard area We will build
in generd support for shared export but each case is non trivid and implementation will



need subgtantid interaction with users and careful software design. There is a major
effort to understand computationd portds within the Grid Computationd Environment
working group of which Fox is a co-lead. This Grid Forum [23] activity is working with
16 different portas and describing them with a common template [17]. We will continue
to work with this international group S0 as to ensure that we feed important lessons into
the Grid architecture and that we bring to our systems the best ideas for distributed
computationa environments.

For any gpplication domain, a mgor task will be to establish the forma specifications
and procedures necessary to integrate al archived and derived information (distributed
objects) into a common access framework. This implies extensons to he current GXOS
XML Schema to handle the specific resources for particular application domains. Our
overarcching god is to incorporate collaborative object technology into a Grid-based,
problem solving framework that gives groups of researchers the ability to conduct and
manage in a scdable fashion complex, didributed, large-scde smulation and data
andyss problems. Thus, in the computing arena, ECCE seeks to dramdicaly improve
the end-user environment for managing the needed collaboration, data access, and
computational tools that researchers need to conduct scientific research. In education,
ECCE provides a framework for a new dass of leaning environments integrating
capabilities now seen separately in systems like Blackboard, WebCT, Centra and WebEx.

In the following Appendix, we give detals of the core underlying technologies for
Garnet, ECCE and MyXoS.

. Appendix
A.1 Synchronous Collabor ation
In this and following subsections, we define the key concepts and components of

our proposed system. This is done in a glossary fashion for the broad categories of
synchronous collaboration, portals and environments and distributed object technology.

A.1.1 Synchronous Collaboration Capabilities

This refers to object sharing in red-time with events recording state changes
trangmitted from a "master” ingantiation to replicas on other clients in same session. Fox
at Syracuse produced a research system of this type Tango [10] and includes lessons from
this in Garnet. As detalled in the FSU survey [2], the three leading commercid systems,
Centra Placeware and WebEx, are quite smilar to themsdves and to Tango. Such
systemstypicaly support:
- Shared documents using either shared event, shared export or shared display. Note

"document” here includes visudization, web page, Microsoft Word etc.

- Text Chat/Ingtant M essenger/Polling/Surveys/Attention getting tools
-White board and annotations (transparent white board) of shared documents
- Audio-Video conferencing
- User regigtration
- Recording Sesson

The Garnet system has these capabilities usng either HearMe or Access Grid for
the conferencing function. This type of cgpability has gpplicability to aress like red-time
earthquake andyds, criss management and dso to the virtua control room for space
missons. It has been most successfully applied to busness briefings or distance



education. Fox successfully employed Tango in this fashion for a set of courses given in
Jackson State Universty in Missssppi from 1997 onwards with him as tescher at
Syracuse or Florida State.
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A.1.2 Shared Display

Shared digplay is the smples method for sharing documents with the frame
buffer corresponding to either a window or entire desktop replicated among the clients.
Modest client dependence is possble with PDA's for example receiving a reduced sze
image. Some collaboration sysems support remote manipulation with user interactions
on one machine holding a replica frame buffer tranamitted to the ingance holding the
origind object. This is an important cgpability in hdp desk or consulting agpplications,
gmilar to gtuations that occur frequently in the debugging of code. As this works for al
goplications without modifying them, this is the basc shared document mechanism in
Garnet. The public domain VNC [11] and Microsoft NetMeeting were two of the earliest
popular collaboration systems to implement this capability.

A.1.3 Shared Export

Shared display does not dlow ggnificant flexibility; for indance different clients
canot examine separae viewpoints of a scentific visudization. More flexible sharing is
possble by sharing object state updates among clients with each client able to choose
how to redize the updae on its verson of the object. This is very time consuming to
develop if one must do this separately for each shared application. The shared export
mode filters the output of each gpplication to one of a set of common formats and builds
a custom shared event viewer for these formats. This dlows a single collaborative viewer
to be leveraged among severd different gpplications. WebEXx uses a shared virtud printer
which is achieved with shared Acrobat PDF export in Garnet. The scdable formats SVG
and PDF are particularly interesting and support of collaborative viewers for them is a
maor advantage of Garnet. Scalability implies that each dient can resze and scroll while
preserving correct pogtions of pointers and annotations. SVG is useful as it is dready
avallable for Adobe Illlugtrator and we can expect both PowerPoint and Macromedia
Hash to be exportable to this syntax. Currently there is a Hash (which is a binary 2D
vector gragphics format) to SVG conveter from the Universty of Nottingham; Office
2000 (save as web page) adready exports PowerPoint to VML - an early proposd for the
W3C SVG process.

We would recommend building SVG exports into tools like whiteboards and 2D
scentific  visudizations to dlow convenient interchange among thee different 2D
presentation tools. We can expect Java3D and X3D [12] to dlow Smilar generd
collaborative viewers to support collaborative 3D visudization. One should perhaps ook
a these 2D and 3D dandards for the geographica information systems (GIS) area this
would enable collaborative map-based displays usng commodity technology like shared
SVG viewers.
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A.1.4 Access Grid
The Access Grid [13] is a very successful community audio-video conferencing
system developed by Argonne Nationa Laboratory. We support this in Garnet dthough
we subditute (augment) its shared PowerPoint capability with shared document
capability from Ganet and the commercid synchronous collaboration sysems. The
Talk Status. Access Grid could be a useful capability for "centrd™ dtes with
lower end systems like HearM e used broadly.

A.l.5HearMe
. HearMe[14] isaleading commercia Internet desktop
s audio conferencing service supporting both PC and telephone
| client with archiving and replay. We have inddled aHearMe
s o | systemat FSU. Note that audio quality isacritical problem for
Siehar ' Internet collaboration, as audio needs negligible bandwidth but

excdlent quaity of service, which is often not available. Thus
we use a system that allows phones as an integrated backup -
note HearMe archives dl audio whether it is from phones or
purely Internet based. The archived audio can be replayed using
sreaming formats (such as Red Audio) with the W3C SMIL
gyntax integrating this with shared documents. We are
Investigating desktop video solutions but experience has found
thisnot as critical asaudio and so it is currently lower priority;




we will not develop this ourselves but use the best academic or commercid practice. We
intend to study over the summer, ways of using the SIP and H.323 (two standards for
conferencing tools) compatibility of HearMe to bridge it to Access Grid. This should
alow desktop usersto link to Access Grid sessonsin a convenient fashion.

A.2 Portals and Collabor ative Environments

A.2.1 Education and Commodity Portals

WebCT [26] and Blackboard [27] are leading education portas and are typica of
managed information portas. The GXOS schema extends ideas present in the IMS [15]
and ADL [16] initiatives for "learning object standards’. We can expect conformance to
these dandards to dlow exchange of course materid between different management
gystems. Actudly GXOS does not agree in detailed syntax with these standards but rather
has a Schema, which alows GXOS objects to be mapped (by XSLT) into the IMS and
ADL gandards. For instance GXOS views education specific structure as an extenson to
a framework designed for generd meta-objects, messages and events. IMS and ADL take
an education centric view.

We have dso examined the Structure of commodity portds such as Yahoo and
Excite and the structure of the news dtes from CNN, New York Times etc. These are
supported by the hierarchicd topics (channds) in GXOS with customization usng user
profiles in GXOS; we cdl this pat of GXOS portalML. We see these broad portal
activities as important as providing guiddines so that more specidized scientific research
environments can be constructed in ways that best leverage "COTS technologies'. A
FSU-JPL collaboration has proposed developing a suite of XML standards and has
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Environment working group [17]. This includes the FSU Gateway activity [3], which is
to be integrated into Garngt, initidly usng shared display and shared Java server pages.
Computing portals provide the means for managing the smulation and data andyss tasks
for agroup of distributed computationa collaborators.

A.2.3 Collabor ative Portal

A collaborative porta is a system that provides a portd (a web-based access to a
paticular application and/or set of Internet resources viewed as distributed objects)
combined with ability to share accessed objects. This sharing includes synchronous and
asynchronous access with the later involving "channels' or "bulletin boards’ or gotten by
jus posing a web page and informing interested parties in an informd fashion. Both
portas and collaboration requires high-levd metadata about the accessed objects and
involved users. Thus we combine both concepts in ECCE with a single supporting
information management service.

A.2.4 Garnet Collaborative Service

Ganet is the research collaboration system embodying ideas described in sections
2 and 3. Key functions include the integration of synchronous and asynchronous
collaboration both in terms of topic publishing (channels) and object management. Thus
it combines capabilities of synchronous collaboration and portas like Gateway, WebCT
or Blackboard. It uses the Access Grid or HearMe systems for conferencing. It supports
hand held devices, archiving and replay of collaborative sessons. Image (JPEG, GIF,
PNG) SVG PDF and Java3D shared export viewers are planned. The latter three formats
are scdable and support separate viewpoints (zooming) on each client. Garnet is designed
in a modular fashion with cleen interface for collaborative goplications, which use the
common GMS mechanism and GXOS Schema for exchanging state update events.

A.2.5 ECCE Electronic Community for Computing and Education (or Education
and Computing Collabor ative Environment)

ECCE is the digitd networked environment described here that supports
education, science research and computation and is based on Garnet, Gateway and
MyXoS. ECCE is a collaborative portd using the Garnet collaboration service.

A.3 Digtributed Object Technology
A.3.1 ECCE Basic Objects

These are smdlest unit with which information is recorded and consdered as a
separate object. The result of one sensor at one time is such a basic object. Formdly these
are leaf nodes of structured datain a GXOS tree.

A.3.2 ECCE Gallimaufry

The Gdlimaufry (hodgepodge or jumble) is the heterogeneous collection of
ECCE knowledge made up from a multitude d sources including dectronic mall, reports,
presentations, data analyses, archived visudizations and meetings. It explicitly excludes
the very dructured and numerous sensor data or any information aggregate that is best
looked at in a structured fashion.



A.3.3 ECCE Aggregates

Aggregates are collections of ether basc objects or Meta-objects, which are
usefully conddered as a single unit - often because a group of basic objects are stored
together in a gngle file. In GNDI, an aggregate is the collection of dl Meta-objects stored
as children of a GXOS node. An aggregate is defined in GXOS as a genera sub-tree.
Examples of aggregates might include the data produced by a given sensor over time
where each reading is a basic object. We use aggregates b join related objects together
into larger objects and s0 reduce the totd number of meta-objects that users and MyXoS
must explicitly menipulate.

A.3.4 GXOS Gar net eXtensible Object Specification
GXOS is an object specification redized as a collection of XML Schema in a
sngle namespace defining a generd hierarchical data Structure where each node supports
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A.3.5 Meta-object

Meta-objects are the basic units of GXOS, and they can be ether a leaf or
internal nodes of a GXOS tree. Meta-objects typicdly only contain Meta-data and use the
GXOS Object Redization Schema type to specify access to the "real object”. There are
three ways an object can be related to a meta-object. Small objects such as basic objects
or ECCE events would be sdf-contained i.e. the GXOS schema specifies the object and
there is no didinction between meta-object and object. Secondly the object can be
gpecified outsde GXOS but its redization can be internd to GXOS (eg. an RDF literd
data type). Findly GXOS can reference a specification in any distributed object



framework such as Java, CORBA, .NET or general SOAP protocol. One of the most
common ECCE objects, large visudizations or sensor data collections would be likely to
be dored in a hierarchica tape storage sysem and fdl into the third category. Note that
we will specify dl properties of a sensor measurement in GXOS but manipulate in
aggregate form with the metadata jus summarizing the information. Some parts of the
andyss will want to generate the native XML verson of an basc object and MyXoS
supports the multi-resolution view of information - one just needs to specify which of the
tree you wish to look a. Note adl nodes of a GXOS tree whether internd or leaf, have
metadata and can be viewed as meta-objects.

A.3.6 GNDI Garnet Naming and Directory Interface
All GXOS Meta-objects have a unique name with a hierarchica structure and a
URI of the form: gndi://gxosroot/jpl/gem/virtual_California/run137/number_of faults

A.3.7 GMS Garnet or Grid Message Service

The publisi/subscribe message based infrastructure is used to support ECCE and
MyXoS. This supports XML based publication topics and subscription profiles as well as
a sophigticated distributed server network supporting fault-tolerance and performance of
message ddivery. A research prototype is described in the June 2001 Syracuse PhD of
Pdlickara [18] while our initid "deployment” of ECCE uses IMS (Java Message sarvice)
a an inteim solution. All messages are archived in an Oracle database. We expect to
switch from JMS to a more powerful model as both our research and the work of the Grid
Forum evolves We ae working through the Grid Computationa Environment and
Performance working groups to a consensus on a grid event service. In figures below, we
note that IMS has much larger latencies (1 ms a best) than sysems like MPI; IMS is
high functiondity and MPI high peformance. These are both important but different
optimizations. Note that 1 millisecond seems long by HPCC dandards but is sufficient
for collaboration systems and these measurements support our use of JMS as the core
event system for synchronous collaboration.

Architectureof GMS: Grid M essage Service

O Database subscribes to all

Database | events to get persistence

‘___y Central
___—> Agent
Server combines \

M essage M essage Properties k,
Subscriber Requests .

Input Queue

’

todecideon . .
message r ecipient Subscriber 4

Profiles  *
A :
All GMS eventsin GXOS XML i AlsoGMS ¢

Publishers Subscribers



milli-seconds

Messages per Second

Latency (Non-Persistent)

10000
—+— JMQ
1000 .
—#—|Bus
100 SonicMQ
\ —>— FioranoMQ
10
l\./I—I—I—I—I—I—I
x<+xeeae
1 - 7+ T T °t O @@ 7T rrrrrrrTr 11 T r7T
O MNP NN \,6{‘ b‘*"%%b‘l‘ N
Message Size (bytes)
Non-Persistent/Non-Durabl
Number of Topic :5
pub/sub per Topic : 10
Message Size (bytes) : 100
1000 [ |
| |
| |
800 i — i
— | | )
600 : : IleB.us
] : ] : W FioranoMQ
400 : : O SonicMQ
| |
200 i i
5 1N I ol Al
0 . : s . s : .
pub sub pub sub pub sub
Server: Solaris Windows Solaris
Clients: 1 PC 1PC 2 PCs




A.3.8 ECCE Events

The events exchanged by the clients in ECCE are transmitted as time stamped
messages by GMS and routed between clients using the publish/subscribe mechanism.
The GXOS schema fully specifies ECCE event objects with dl properties provided by
the Schema.

A.39GMSME or GM S Micro-edition

GMSME is the cugtomization of GMS to smal dlients, which connect in MyXoS
through "an adaptor” which is linked to a PDA or cdl-phone class device via our HHMP
(Hand Held Message Protocol). The adaptor (running on a conventional MyXoS server)
performs functions such XML and SVG pargng, and rescding of images. Typicdly the
processng of any collaborative gpplication (caled a sharedlet in Garnet) is plit between
adaptor and client in a fashion that depends on client cgpabilities. A Windows CE Ingtant
Messenger needs fewer sarvices from the adaptor than the cel-phone IM interface. An
adaptor looks like a GMS client to MyXoS and o0 this creates the illuson that GMS
directly connectsto smal clients.

A.3.10 P2P Peer-to-Peer Systems.

P2P refers to a linkage of computers "at the edge’ of the Internet. As shown in fig.
1, this can be achieved by routing through one or more servers. JXTA is a technology
initiative by Sun [9] in this area. Systems like Napster are popular P2P environments. In
the current Garnet, we use the same smple dient-single server architectures used by the
commercid collaboration sysems and by our origind Tango sysem. We are continuing
to research this issue and develop approaches based on optimized routing of GMS
messages based on a given sarver configurations and particular published topics and
subscribed  profiles [18]. Also dynamic indantigtion of servers seems an important
capability, which should be supported by MyXoS. For ingtance if one has each dlient a
widely separated (in Internet land) locations, then a single server could be appropriate. If
there are many dients in a given location, then MyXoS should generate dynamicdly a
saver a this location to implement optima locad P2P routing. Hardware multi-cast
should of course be used if available.

A.3.11 MyXoS My eXtensible Web Operating System

This references the totd environment including both the collaborative portd
Ganet and the suite of adminidrative tools to manage the dynamic information
infradructure. At a low-levd MyXaoS is driven by scripted XML written in the W3C
RDF syntax and referencing GXOS objects. MyXoS includes sophisticated search
capabilities described beow and an extremely interesting research chdlenge of defining
how it brings referenced meta-objects into memory as requested by executing programs.
This is termed the MyXoS execution modd beow. MyXoS will provide core systems
sarvices such as copy, create, grep (i.e search), diff etc, familiar from UNIX and
Windows.

A.3.12 RDF Resour ce Description Framework



RDF [19] is a W3C standard for metadata alowing any resource labeled by a URI
to be given a vdue (which is ether a literal or another resource) for a property. This can
be used in MyXoS to specify or modify didributed tree fragments in a fashion amilar to
that used for distributed data sources in the Mozilla (Netscape 6) browser [20]. Each data
source stores a fragment of tree; these are glued together by MyXoS as its distributed
servers combine ther information. Typicd RDF uses in MyXoS are illustrated by the
examples below.

2)Specify value for property in GXOS tree
<rdf:description about="gndi://gxosroot/resourcename" ><gxos: property
rdf: parseType="literal" >somevalue</gxos. property></rdf: description>
3) Specify profile by linking between GXOS tree elements
<rdf:description about="gndi://gxosr oot/sessionname" > < gxos: userprofile
rdf:resource="gndi://uri_of user" gxos:customize="sess onspecificstuff"
[></rdf:description>
4) Specify MyXaoS copy command for meta-objects
<rdf:description rdf:about="gndi://gxosroot/systerm/bin/cp"
System: sour ce="gxosobject1" system:destination="gxosobject2" gxos.execute="true"
/>
5)Specify dternative locationsto find dl FSU users
<rdf:description aboutEachPrefix="gndi://gxosr oot/user s/fsu">
< gxos. metaobjectlocation><rdf:alt>
<rdf:li resource="http://main_fsuweblocation" />
<rdf:li resource="http://backup_fsuweblocation" />
</rdf: Alt></ gxos: metaobjectlocation> </rdf: description>

Note that RDF is not an essential part of MyXaoS and we can replace it by other XML
based tools. Some people have expressed reservations about RDF because more powerful
forms of knowledge representation may replace it. We will monitor the W3C and
community activities and evolve our practice gppropriately.

A.4 Asynchronous Callaboration and Object M anagement

ECCE and MyXoS provide a unified gpproach to sharing and managing objects;
functions that are traditiondly trested separately. For instance Centra is current leading
e-learning collaboration system but it has weask management capabilities. Blackboard and
WebCT ae the leading learning management systems in Universties but neither is strong
in collaborative capabilities. We combine the support of sharing and management
because both require accurate metadata and we can achieve this with the same
infrastructure MyXoS. Asynchronous collaboration is supported by uniform use of a
sngle public/subscribe mechanism: currently JIMS and to be extended to GMS. In
principle al forms of asynchronous collaboration would be included in GMS by
wrapping if necessary "foreign objects’ like emal as a GMS event. We will do this as
needed but it is not redlistic for us to redefine ways of working that are aready adequate.
ECCE does use the public domain Jabber instant messenger [21] and has modified this to
interface with  GMS. Synchronous collaboration is integrated with the asynchronous
system by using the same publisvsubscribe mechanisn GMSfor it.



A.4.1 Registration of M eta-Objects

MyXoS mantains queues (topics) to which aggregates and meta-objects can post
ther location. These messages are Smilar in function to those used in Jini and are
automaticaly purged when their posted vaidity expires. These messages contain one or
more RDF daements identifying the location of the meta-objects with certain vaue or
range of URI (GNDI names). Currently this can be most easly specified using the about
or aboutEachPrefix atribute in rdf:description tag (see sec. A3.12) but we expect to
generdize this rather dmple syntax. These locations contan ether the meta-objects or
further RDF daements giving you directions. In this fashion MyXoS uses distributed
engines subscribing to the regidration topics to build up indices to map GNDI name into
meta-object location. The meta-object is either the desired object or uses the GXOS
Object redlization Schemato specify access to the original object.

A.4.2 Efficient Handling of Objects

We need to combine the high flexibility and functiondity of distributed objects
with the performance associated with traditiond andyss sysems usng smple fla files
with customized formats. We must satisfy the requirements of security, collaboration and
digributed dynamic objects. The most important generd drategy is our use of smadl
meta-objects, which contain the essentid informetion for implementing MyXoS services.
The origina object is only accessed when necessary. The information stored in the meta
object is application dependent and requires careful design of the GXOS extenson for
this object type. This will involve sructued data, which will be aggregated, and the
ECCE Gdlimaufry, which includes everything dse such as reports, notes and
presentations. There are fewer in number of this type of data but they are much more
heterogeneous in content and scattered over file sysems around the world. Basic events
are expected to be consolidated in a few places and so amenable to specid processing.
This careful aggregation will dlow MyXoS to be implemented efficiently and ded with a
redidtic (billions not quadrillions) number of meta- objects.

The requirement of dl objects to have metadata has important implications as an
enabling technology for the management of science research as it grows in sze and
complexity. We bedieve such discipline (enforced meta-data) will be very important in
ensuring success as collaborations grow in Sze.

A.5 MyXoS Execution Model

We ae currently researching different ways of reading into memory the XML
meta-objects as needed by programs running under MyXoS. SAX and DOM XML
parsers are not efficient for tens of millions of XML ingtances a a time. Converting XML
schema into Java data structures is possble [22] but efficiency requires this be combined
with "lazy" parang so that we expand GXOS trees only as needed to refine our access.
Remember the use of multi-resolution aggregates "stopping” a a certan levd in GXOS
tree is absolutdy essentid for efficent sysems. We see this as a paticulaly chalenging
problem that has important programming style implications as we look a new computing
paradigms where data structures are defined in XML and not directly as C++ or Java
classes.

Elsawhere we intend to look a aess like "Pardld Computing in MyXoS' with
intelligent XML based data dructures interpreted by Java agents enabling both more



powerful decompogtion (of the XML structures and agorithm expressed either in Java or
some more poweful verson of RDF) drategies and the use of didributed dynamic
resources for pardld execution. In this mode we will as now produce MPI based SPMD
codes but with a very different way of specifying the problem. We beieve the research
proposed here would be synergigtic with such other applications of emerging Web
operating environments like MyXoS. Ancther generd capability needed by dl these
problems is “"packed or binay XML" which can mog efficiently represent XML
sructured for optima parsng.
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