
A Summary of Grid Computing Environments 
 

Geoffrey Fox1,2,3, Dennis Gannon2, Mary Thomas4 
1Community Grid Computing Laboratory, Indiana University  

501 N Morton Suite 224, Bloomington IN 47404 
2Computer Science Department, Indiana University 

3School of Informatics and Physics Department, Indiana University 
4Texas Advanced Computing Center, The University of Texas at Austin, 10100 Burnet Road, Austin, Texas  78758 

gcf@indiana.edu, ,mthomas@tacc.utexas.edugannon@cs.indiana.edu  
 
1 Introduction 
This short paper summarizes a set of 28 papers gathered together by the GCE (Grid 
Computing Environment) group of the Global Grid Forum. This set is published in 2002 
as a special issue of Concurrency and Computation: Practice and Experience. The papers 
are listed at the end of this report together with associated papers in a Grid Computing 
book [32].   

We can define a Grid Computing Environment as a set of tools and technologies 
that allow users “easy” access to Grid resources and applications.  Often it takes the form 
of a Web portal that provides the user interface to a multi-tier Grid application 
development stack, but it may also be as simple as a Grid Shell that allows a user access 
to and control over Grid resources in the same way a conventional shell allows the user 
access to the file system and process space of a regular operating system. 
 
2 Overall Classification 
Grid Computing Environments can be classified in several different ways. One 
straightforward classification is in terms of technologies used. The different projects 
differ in terms of languages used, nature of treatment of objects (if any), use of particular 
technology like Java servlets, the Globus toolkit, or GridFTP, and other implementation 
issues. Some of these issues are important for performance or architecture but often can 
look to the user as not so important. For instance, there is a trend to use more heavily 
Java, XML and Web Services but this will only be interesting if the resultant systems 
have important properties such as better customizability, sustainability and ease of use 
without sacrificing too much in areas like performance. Maybe the ease of development 
using modern technologies is shown up as greater functionality in the GCE for a given 
amount of implementation effort. Technology differences in the projects are important 
but more interesting at this stage are the differences in capabilities and the model of 
computing explicit or implicit in the GCE. 
 
All GCE systems assume there are some backend remote resources (the Grid) and 
endeavor to provide convenient access to their capabilities. This implies one needs some 
sort of model for “computing”. At the simplest this is running a job, which already has 
non trivial consequences as data usually needs to be properly set up, and access is 
required to the running job status and final output. More complicatedly, computing 
requires coordinated gathering of data, many simulations (either linked at a given time or 
following each other), visualization, analysis of results etc. Some of these actions require 
substantial work with other researchers and sharing of results and ideas are needed. This 
leads to the concept of GCE collaboratories supporting sharing among scientific teams 
working on the same problem area. 

mailto:gcf@indiana.edu
mailto:gannon@cs.indiana.edu


 
We can build a picture of different GCE approaches by viewing the problem as some sort 
of generalization of the task of computing on a single computer. So we can highlight the 
following classes of features: 
1) Handling of the basic components of a distributed computing system – files, 

computing and data resources, programs, and accounts. The GCE will typically 
interface with an environment like that of the Globus project or a batch scheduler like 
PBS to actually handle the back-end resources. However it will present the user 
interfaces to handle these resources. This interface can be simple or complex and 
often constructed hierarchically to reflect tools built in such a fashion. We can follow 
the lead of UNIX (and Legion [37] in its distributed extension) and define a basic 
GCEShell providing access to the core distributed computing functions. For example, 
JXTA [49] also builds Grid-like capabilities with a UNIX shell model. GCEShell 
would support running and compiling jobs, moving among file systems etc. 
GCEShell can have a command line or more visually appealing graphical user 
interface. 

2) The 3-tier model, which is typically used for most systems, implies than any given 
capability (say run a matrix inversion program) can appear at multiple levels. Maybe 
there is a backend parallel computer running an MPI job; this is front-ended perhaps 

as a service by some middle-tier 
component running on a totally 
different computer, which could 
even be in a different security 
domain. One can “interact” with 
this service at either level; a high 
performance I/O transfer at the 
parallel computing level and/or 
by a slower middle-tier protocol 
like SOAP at the service level. 
These two (or more) calls 
(component interactions) can 
represent different functions or 
the middle tier call can be 
coupled with a high performance 
mirror; typically the middle tier 

provides control and the back end “raw data transfer”. The resultant rather 
complicated model is shown in fig.1. We have each component (service) represented 
in both middle and HPC (raw) tiers. Intra-tier and inter-tier linkage is shown. Ref. 
[33] has an excellent review of the different programming models for the Grid. 
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3) One broadly important general-purpose feature is Security (authentication, 
authorization and privacy), which is addressed in some way or other by essentially all 
environments. 

4) Data management is a broadly important topic, which gets even more important on a 
distributed system than it is on single machines. It includes file manipulation, 
databases and access to raw signals from instruments such as satellites and 
accelerators. 



5) One augments the basic GCEShell with a library of other general purpose tools and 
this can be supported by the GCE. Such tools include (Grid)FTP, (Grid)MPI, 
parameter sweep and more general workflow, and the composition of GCEShell 
primitives.  

6) Other higher-level tools are also important and many tend to be rather application 
dependent; visualization and intelligent decision support as to what type of algorithm 
to use can be put here. 

7) Looking at commercial portals, one finds that they usually support sophisticated user 
interfaces with multiple sub-windows aggregated in the user interface. The Apache 
Jetspeed project is a well-known toolkit supporting this [47]. This user interface 
aggregation is often supported by a GCE. This aggregation is not stressed in any 
paper in this special issue although implicitly it is provided. 

 
 As well as particular features, a GCE usually implies a particular computing model for 
the Grid and this model is reflected in the GCE architecture and the view of the Grid 
presented to the user. For example object models for applications are very popular and 
this object view is reflected in the view of the Grid presented to the user by the GCE. 
Note the programming model for a GCE is usually the programming of rather large 
objects – one can describe programs and hardware resources as objects without this 
object model necessarily changing the software model used in applications. 
 
With this preamble, we can now classify the papers in this special issue.  There are, as 
always, no absolute classifications for a complex topic like distributed Grid systems. 
Hence it is often the case that these projects can be looked at from many overlapping 
points of view. 
 
3 Summary of GCE Projects and Features 
 
3.1 Technology for building GCE Systems 
There is one set of papers describing convenient interfaces to the Grid and in particular 
the Globus toolkit [32, 46]. Refs. [6, 38], [14], [15] and [27] describe respectively Java, 
CORBA, Python and Perl interfaces to the Globus toolkit. These are the basic building 
blocks of full GCE’s. The middleware of Ref. [1] as well as the problem solving 
environments in Refs. [7], [8] and [20] build on top of the Java Commodity Grid Kit [6]. 
The portals described in Ref. [26] build directly on top of the Perl Commodity Grid Kit 
[27]. 

Ref. [1] is higher level than the toolkit of Ref. [6] and builds a suite of JavaBeans 
suitable for Java based GCE environments; the technology is designed to support JSP 
(Java Server Pages) displays. Ref. [9] provides C support for interfacing to the Globus 
toolkit and portals exposing the toolkit’s capabilities can be built on the infrastructure of 
this paper. 

Ref. [17] proposes interesting XML based technology for supporting the runtime 
coupling of multidisciplinary applications with matching of geometries. 

Ref. [21, 43] notes that current Grid architectures build more and more on 
message-based middleware and this is particularly clear for Web Services; this paper 
designs and prototypes a possible event or messaging support for the Grid. 



Ref. [28] describes a rather different technology; namely a Grid simulator aimed 
at testing new scheduling algorithms. 
 
3.2 Largely Problem Solving Environments 
We have crudely divided those GCE’s offering user interfaces into two classes. One class 
focusing on a particular application (set) which are sometimes called application portals 
or Problem Solving Environments (PSE’s). The second class offer generic application 
capabilities and have been termed user portals; in our notation introduced above, we can 
call them GCEShell portals.  Actually one tends to have a hierarchy with PSE’s building 
on GCEShell portals; the latter building on middleware like GPDK [1]; GPDK builds on 
the Java CoG Kit [6] which itself builds on the Globus toolkit that finally builds on the 
native capabilities of the Grid component resources. This hierarchy is for one set of 
technologies and architecture but other approaches are similarly built in a layered 
fashion. 

Several papers in this issue include discussion of Grid PSE’s. Ref. [5] has an 
interesting discussion of the architectural changes to a “legacy” PSE consequent on 
switching to a Grid Portal approach. Ref. [11] illustrates the richness of PSE with a 
survey of several operational systems; these share a common heritage with the PSE’s of 
Ref. [16] although the latter paper is mainly focused on a recommender tool described 
later.  

Five further papers describe PSE’s that differ in terms of GCE infrastructure used 
and applications addressed. Ref. [7] describes two PSE’s built on top of a GCEShell 
portal with an object computing model. A similar portal is the XCAT Science portal [29], 
which is based on the concept of application Notebooks that contain web pages, Python 
scripts and control code specific to an application. In this case the Python script code 
plays the role of the GCEShell.  The astrophysics collaboratory [20] includes the Globus 
toolkit link via Java [6] and the portal toolkit of [1]; it also interfaces to the powerful 
Cactus distributed environment [31]. Ref. [18, 41] presents a portal for computational 
physics using Web services – especially for data manipulation services. The Polder 
system [24] and SCIRun [25] offer rich visualization capabilities within several 
applications including biomedicine. SCIRun has been linked to several Grid technologies 
including NetSolve [10], and it supports a component model (the CCA [48] not directly 
covered in this special issue) with powerful workflow capabilities. 
 
3.3 Largely Basic GCEShell Portals 
Here we describe the set of portals designed to support generic computing capabilities on 
the Grid. Ref. [3] is interesting as it is a Grid portal designed to support the stringent 
requirements of DoE’s ASCI program. This reflects not only security and performance 
issues but the particular and well established computing model for the computational 
physicists using the ASCI machines. Ref. [4] describes a portal interface to the very 
sophisticated Legion Grid which has through the Legion Shell a powerful generic 
interface to the shared object (file) system supported by Legion [37]. This paper also 
describes how specific problem solving environments can be built on topic of the basic 
GCEShell portal.  

Ref. [1] provides, via the Java CoG Kit [6] interfacing to the Globus toolkit, a set 
of middleware JavaBeans, which are at the GCEShell abstraction level and support 



problem solving environments as we have already discussed for Ref. [20]. Unicore [23, 
44] was one of the pioneering full featured GCEShell portals developed originally to 
support access to a specific set of European supercomputers but recently has been 
interfaced to the Globus toolkit. Unicore has developed an interesting abstract job object 
(AJO) with full workflow support. 
Refs. [7], [13] and [26] describe well developed GCEShell portals on which application 
specific PSE’s have been built. Ref. [26, 45] builds HotPage, a GCEShell on top of 
GridPort which is middleware using the Perl Community Grid Kit [27] to access the 
Globus toolkit. 
 
3.4 Security 
Security is discussed in most of the papers of this special issue with the Public Key 
Infrastructure pioneered by the Globus project being most popular. Kerberos is required 
by some installations (DoD and DoE for instance in the USA) and Grid Computing 
Environments developed for them [3] [7] [13] are based on this security model. 
 
3.5 Workflow 
Workflow corresponds to composing a complete job from multiple distributed 
components. This is broadly important and is also a major topic within the commercial 
Web service community. It is also inherently a part of a GCEShell or PSE, since these 
systems are compositions of specific sequences of tasks. Several projects have addressed 
this but currently there is no consensus how workflow should be expressed, although 
several groups have developed visual user interfaces to define the linkage between 
components. Workflow is discussed in papers [3], [8], [17], [23] and [25]. The latter 
integrates Grid workflow with the dataflow paradigm, which is well established in the 
visualization community. Ref. [17] has stressed the need for powerful runtime to support 
the coupling of applications and this is implicit in other papers including Ref. [8]. 
 
3.6 Data Management 
Data intensive applications are expected to be critical on the Grid but support of this is 
not covered in the papers of this special issue. Interfaces with file systems, databases and 
data transfer through mechanisms like GridFTP are covered in several papers. This is 
primarily due to the fact that data management software is still relatively new on the grid. 
 
 
3.7 GCEShell Tools 
In our GCE computing model, one expects a library of tools to be built up that add value 
to the basic GCEShell capabilities. The previous two subsections describe two tools – 
workflow and data management of special interest and here we present a broad range of 
other tools which appeared in several papers in this special issue.  

Netbuild [2] supports distributed libraries with automatic configuration of 
software on the wide variety of target machines on the Grids of growing heterogeneity.  

NetSolve [10, 40] pioneered the use of agents to aid the mapping of appropriate 
Grid resources to client needs. Ref. [16] describes a recommendation system which uses 
detailed performance information to help users on a PSE, choose the best algorithms to 
address their problem. 



Many projects have noted the importance of “parameter sweep” problems where a 
given application is run many times with different input parameters. Such problems are 
very suitable for Grid environments and Ref. [22] describes a particular parameter sweep 
system Nimrod-G. This paper focuses on a different tool – namely a novel scheduling 
tool based on an economic model of Grid suppliers and consumers. Ref.  [34] describes a 
another well regarded parameter sweep system APST building on the AppLeS 
application level scheduling system. 

HotPage [26, 45] is well known for pioneering the provision of job status 
information to portals; such a tool is clearly broadly important.  

Finally we should stress visualization as a critical tool for many users and here 
Refs. [25] and [17] describe this area. There are many other important tools like data-
mining which fall into this category. 
 
3.8 GCE Computing Model 
In the preamble we suggested that it was interesting to consider the computing model 
underlying Grid Computing Environments. This refers to the way we think about the 

world of files, 
computers, databases 
and programs e
through a portal. 
NetSolve describe
[10, 40] together with
the Ninf effort [30, 
35] in Japan has 
developed the 
important Netw
Service model for
distributed 
computing. Rather 
than each user 
downloading a library 
to solve some part of 
their problem, this 
task is dispatched to a 
Network resource 
providing this 
computational 
service. Using Web 
Services allows one t

view NetSolve as a distributed object model for the Grid. Both Ninf and NetSolve 
support the new GridRPC remote procedure call standard, which encapsulates a key core 
part of their Grid computing model [33]. GridRPC supports scientific data structures as 
well as Grid specific security and resource management.  
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Ref.  [12] describes Grid implementations of MPI (message passing standard for 
parallel computing), which address the incompatibilities between MPI implementations 
and binary representations on different parallel computers. Note that in the notation of 



Fig. 1, MPI is at the “HPC backend linkage” layer and not at the middleware layer. Ref. 
[20] supports the Cactus environment [31, 36] which has well developed support for Grid 
computing at the HPC layer i.e. it supports backend programming interfaces and not the 
middle-tier GCEShell environment. The astrophysics problem solving environment of 
Ref. [20] augments Cactus with a full middle tier environment. 
 

Legion in Refs.  [4] and [37] built a very complete Grid object model. Ref.  [8] 
describes a CORBA distributed object model for the Grid and Ref. [19, 42] describes the 
surprisingly hard issues involved in providing interoperability between multiple CORBA 
GCE’s. We can hope that Web services will prove to be easy to make interoperable, as 
the technology used (XML, SOAP) is more open than CORBA, which has evolved with 
several often incompatible implementations as listed in Ref. [14]. 
 
Refs. [7, 39, [13, 39],[23, 44] and the XCAT Science Portal [29] also present an object 
model for GCE computing but with one critical feature – namely the middle tier objects 
are always proxies, which hold the meta-data that describe “real resources” which operate 

in conventional 
environments. This 
proxy strategy 
appears useful for 
many Grid resources 
although the true 
Network service 
model of NetSolve is 
also essential. Let us 
give a simple e
from UNIX and 
suppose one want
to send data between
two programs
different machines). 
One could choose the 
mechanism within th
program and use a 

simple socket or FTP or RMI interaction mechanism. Alternatively the programs could 
be written generically with output and input or “standard I/O”. The programs could t
have the output of one “piped” to the input of the other from a UNIX shell command
Such a hybrid programming model with actions partly specified internally and partly 
specified at service level is important of the success of the Grid and should be built into 
programming models for it. 
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Any GCE computing model should support both the meta-data only and wrapped 
styles of Grid objects. Actually going back to point 2) in Section 2, the proxy and 
NetSolve model are not really different as indicated in figures 2 and 3. Both models 
effectively wrap application (software) resources as objects. In the proxy model, one 
exposes the interaction between middle-tier and back-end. In the wrapped service model 
of NetSolve and Ninf, one presents a single entity to the user. In both cases, one can have 



separate middle-tier and HPC (“real”) communication. To complicate the classification, 
there can of course be a difference between programming model abstraction (proxy or 
not) and implementation.  In the XCAT model, a software component system [48] is used 
which implements the wrapped service or proxy model.  The component system is based 
on Web Service standards so it is possible that the wrapped service components may be 
arbitrary Grid Services. 
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