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Abstract. The need for Keyword search in databases is suggested both
by Web integration with legacy database management system and by
dynamic Web publication. However, it sacrifices the inherent meaning of
database schema. Web search engines provide clues for resource location
on the Web, but have similar semantic problems. The Semantic Web
suggests an ideal solution for the semantic problem on the Web. But
due to the need for sophisticated domain definition and lack of unified
definitions, many Web pages are not part of the Semantic Web. We
define a hybrid search to be a search combining semantic metadata and
keywords. A hybrid search on P2P based federated databases provides
meaningful and scalable search on an overlay network across the Internet.
This paper describes the design of the combined search for unstructured
data with associated metadata, information retrieval from the repository,
peer-to-peer based communication layer, and data integration hub.

1 Introduction

Since the Internet was introduced as a communication and resource sharing
environment, there have been many efforts to utilize its enormous and rapidly
proliferating resources. Keyword search in databases [1, 15] is one response to the
new Internet environment from the database society. Both Web integration with
legacy database management systems, and dynamic Web publication through
the embedded databases, strongly benefit from keyword search capability on the
databases. This is because conventional queries on databases require knowledge
of the schema to extract target information. Additionally, semistructured schema
like XML has been recently assimilated to the Web and databases. These make
it more complicated to produce a proper inquiry. Though the keyword based
search simplifies the search on the database, it loses the inherent meaning of the
schema. Therefore, the keyword search usually does not return results based on
semantic criteria.

A Web search engine is a typical example for use of the Internet. In 2004,
Google Search [5]—one of most famous search engines—reaches more than 4



billion Web pages and provides very fast information retrieval through its col-
lected indexes. However, the search results from the Web search engines are
often highly irrelevant, because the crawled Web contents are only text indexed
without any semantic schema. Some reputation models increase the probability
to reach the appropriate information resource, but the search results still have
inferior semantics compared with the resource provider’s explicit information
links.

The Semantic Web [4] is an ideal extension of the Web. Data on the Se-
mantic Web also includes information by which a machine can interpret the
meaning. To represent the relations of the objects on the Web, the object terms
should be defined under a specific domain description—an ontology. Domain
experts usually design an ontology. Currently, most Web pages include no such
semantic content, and no unified definition of general semantic agreement exists.
The Semantic Web provides multiple relation links with directed labeled graphs.
Machines like Web crawlers can understand the relationship between different
resources. The ordinary Web has the hyperlink—a single relationship, and a
machine can not further interpret meaning.

On the other hand, the resurrection of the Peer-to-Peer (P2P) based net-
works makes it possible to provide customized overlay networks on top of the
Internet. The desire for sharing resources such as music files quickly led to cre-
ation of a number of peer groups [23]. The idle CPU time of home computers
can be exploited in a large computation and contribute to finding extraterrestrial
intelligent life [30].

In this paper we will focus on mutual interest groups whose resources need to
be shared and searched through an overlay network. The peer-to-peer connection
of the search services provides low cost scalability. Associating additional schema
to the resource is not as difficult as for the Semantic Web, but it will increase
the information transparency. This model could be extended to give a simplified
compromise between the Semantic Web and the Web search engine. Though
the peer-to-peer overlay networks usually increase network traffic, modern net-
work technology has already overcome the barrier of text only communications,
and large amount of multimedia content is delivered through the current Inter-
net. Many network research groups [31, 28, 29, 33] have focused on Distributed
Hash Table (DHT) for distributed lookup in routing to reduce the unnecessary
communications of P2P based network, but their mechanisms are based on the
stabilized peer structure. We utilize an open peer-to-peer framework (JXTA [21])
that also considers the destabilized peer structure. The communication in our
system depends on the default network control policy of the P2P framework.

The rest of this paper is organized as follows. In the next section we describe
the hybrid search and its repository for the metadata and the unstructured
data targeted keyword search. Section 3 describes the architecture of the P2P
framework and the key modules—query processing, communication layer, and
data integration hub. We cite relevant studies of searches based on P2P networks
in Section 4. We summarize and conclude in Section 5.



2 Hybrid Search

Our development of hybrid search [18] was primarily motivated by the need to
search large legacy body of educational documents with additional metadata
[25]. A chunk of unstructured data typically is a file containing those data. The
format of the file can be pure text, Microsoft Word, Adobe Portable Document

Format (PDF), PostScript, or any other format of binary or text document for
which a program is able to read text. For information retrieval, indexing on
the text data is essential to search a keyword within an appropriate time. In a
search service based on file systems, text filtering may be necessary to support
the various data formats. Through the filter, we can obtain the unified format
documents—the pure texts—and the document indexing program is uniformly
applied to those text data. The market leading commercial database systems—
IBM DB2, Microsoft SQL Server, and Oracle—have integrated text management
in their systems and their query languages include text search syntax [20, 11, 8].

The metadata may be structured or semistructured to describe the infor-
mation content of the data. We use XML, a semistructured data format, as a
description language for the metadata. This is because XML provides a unified
format among heterogeneous databases. Similar to the case of unstructured data
repositories, metadata storage can be based on low-level file systems. To extract
the information from XML instances in files, parsing and matching programs
are needed. The extracted metadata information is combined with the query
result of content search against the unstructured data. The relational database
management systems are able to keep XML instances in their relational tables
by the mapping paradigm. XML-enabled relational databases [6, 3, 26] are use-
ful for the metadata storage, because the mapping and querying features are
embedded in the database management systems. Native XML databases have
excellent features to manipulate XML instances, but they are document-centric
storages.

The initial objective was to achieve both content and metadata search against
documents associated with separate metadata. Existing searches focused on
keyword-only or XML-instance-only search. We address the hybrid search with
a simple relationship as in figure 1. One entity is allocated for the metadata de-
scribed in XML and the other entity is for the contents stored in external files.
The keyword attribute for the metadata entity is a naming and directory for the
each file and it is a file name for the contents entity.

2.1 Experimented results

In an early experiment to establish this approach is practical at a local peer level
[18], we evaluated the performance of the XPath query against the metadata, we
used 10,000 data-centric XML instances on a 1700 MHz Pentium 4 PC with 512
MB of memory, running a Microsoft Windows 2000 and a commercial DBMS. In
the current work, we used a more recent version of the DBMS which improved
the indexing over XML repository. Table 1 shows the performance results. The
newer version provides the appropriate environment for our hybrid search. XML
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Fig. 1. E-R diagram of hybrid search

query processing was the bottleneck of the query response time in the older
version.

Table 1. Time for querying an XPath

Time old version new version new version with context indexing

Sec. 74 27 0.06

Another experiment was made for the non-DBMS based repositories. We used
10,000 XML instances extracted from DBLP XML record [19] and another 10,000
abstract text files from the TREC collection, OHSUMED [13]. The performance
was measured on an Athlon 1800 machine with 512 MB of memory, running a
Linux 2.4 kernel and Java Hotspot VM 1.4.1. Apache Xindice 1.1b4 was used
for the XML query and Apache Lucene 1.3 was used for the keyword query. The
join operation was done by Java code with a hash table. Figure 2 and 3 shows
the XML query performance from 1,000 to 10,000 XML instances. The exact
match used an XPath for an author with a full name, while the approximate
match required only a partial match for an author name using the CONTAINS
function. We picked 1972 for the year element match, a year that is relatively
rare in the data set. The indexed queries are usually fast, but the approximate
match is as slow as the other non-indexed cases. The figure 3 shows the year
query is slower than the exact match for the author. This is because the year
query produces a large iteration result set. The combined query has an XPath
AND operation for both the year and the author. Figure 4 shows the hybrid query
performance measurement. For the large data set, the final result combined year
matches in 192 XML instances with keyword matches in 4,562 documents. For
the small data set there were just two XML matches and a single keyword match.
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Fig. 2. Xindice query processing time with no index

3 P2P Framework

Our hybrid peer-to-peer keyword search framework provides hybrid search mech-
anisms that combine semantic metadata as well as keyword search. A hybrid
search is not as solid a semantic solution as in the Semantic Web, but it also
does not require sophisticated definition for the object terms and it provides
partially semantic search through metadata association to resource contents. We
aim to federate mutual interest group services scattered in the Internet for re-
source sharing and search. For communication between those services, we utilize
a current network technology. The recent spotlight on the peer-to-peer network
suggests that a P2P network is a possible solution for scalability on top of the
Internet. Therefore, our hybrid peer-to-peer keyword search framework provides
a meaningful and scalable search on an overlay network of search services. To
organize the search framework, we are building the following modules:

– Repositories for unstructured data and their metadata. The search
target data and their metadata are stored and managed in the search peer.
The minimum requirement for the repository is that a search service peer
should fetch target information data against a search inquiry within appro-
priate time. Indexing of the data is desirable for efficiency.

– Query processing for the repository and a wrapper to convert

queries. The query processing module extracts the target result against the
user inquiries. Most database management systems provide query processing
as a primary module for their repository retrieval. However, an additional
wrapper may be needed to convert the peer query to the internal retrieval
commands.
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– User interface. A user friendly graphical user interface or Web browser
interface will give the user easy access the search system.

– Communication layer for the peer-to-peer overlay network. Each
search service peer should communicate to share its data with other service
peers. Core functionalities for the peer-to-peer communications are desirable.

– Data integration hub on top of message-oriented middleware. A
data integration hub will reduce the query propagation traffic between peers.
We utilize the functions of message-oriented middleware for integration of
the search data.

– Cache. The information advertisement cache, the result data set cache, and
even the cache in the repository will increase the performance.

The figure 5 shows the structure of the search peer framework.

We implemented hybrid search services at a local peer level with two differ-
ent repositories—a commercial DBMS and non-DBMS repositories with Apache
Xindice and Apache Lucene. Query processing depends on the DBMS and those
Apache software packages. The join operation is implemented through the rela-
tionship table and nested subqueries in the DBMS. Java code with a hash table
is used for joining two result sets in the non-DBMS based repositories. Those
heterogeneous search services are connected on top of a message-oriented mid-
dleware as a distributed database, but the performance for P2P connection is
not completely evaluated yet. The text-based user interface is running for the
current prototypes.
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3.1 Query processing

Query processing is a group of program activities that provides a search result
against the search inquiry. The individual search service peer should provide
query processing. The delivered query has to include the information about the
target metadata and keywords of the data, but it does not necessarily have
a particular SQL format. This will be discussed in the next paragraph. The
query can be interpreted, and translated to the internal codes or to the SQL
languages of the embedded database in the service peer. A wrapper may be used
for converting the delivered query to the internal SQL queries of a database
system.

Before describing the format of a search query, we should address whether a
unified structure for metadata is necessary. A well-defined unified structure of
metadata (schema) will make the development of search services simple. Every
search peer shares the same schema and the metadata search is only applied
to the unified schema. However, this policy will cause some problems. When
an additional element in schema—or other schema update—is needed, the cost
may be very high. Every search service peer should reflect the new schema and
this is hard to guarantee in the peer-to-peer environment, which usually has
no central administration. On the other hand, if we do not have any unified
schema and structures of the metadata are diverse, metadata search is not much
different from the keyword only search. Without the common part of the schema,
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metadata do not have a role of classification over the documents that contain
target keywords. Therefore, such metadata search does not narrow the scope of
keyword search.

Our research focuses on particular interest groups that search their mutu-
ally shared data. A unified schema of the search group is desirable, but, to give
the flexibility in the whole search system, it need not be fixed. Therefore, we
designate a recommended definition of metadata, but allow the schema approxi-
mation. Our approximation deals with some missing or excessive information for
the metadata items, but not the theme capabilities. Research on approximate
query processing in decision support systems [12, 16, 2] supports the values of
partial results from querying on huge data. The research also supports the idea
that we do not have to insist on an exact match for the metadata query. That
is because we focus on a more precise and semantic search than a Web-based
keyword search. In addition, it is hard for the query to reach every edge node in
the P2P overlay network within a reasonable response time.

XML is a promising description format for the search query as well as for the
metadata, because it is a semistructured data model with tags. Any software ap-
plication can interpret it by common XML program modules. A particular data
sharing and search group can assign a recommended schema, and each search
service peer should provide at least partial results against the user inquiry. The
partial result means the service peers do not have to match all the information
elements in their metadata against the user inquiry. Assume, for example, that
a user query requests an author name and a year match for an article search. If
a search peer has only author but no year information, it can return the query



result only for author match. However, if the query matches the author but has
a different year, the result should not be returned.

3.2 Communication layer

Information integration between two or more heterogeneous databases is a long
term challenge for database system researchers. The heterogeneity of those data
causes difficulties in interoperation between database systems. The recent spot-
light on the emergence of XML reflects a demand from the information inte-
gration society, because XML provides a unified communication format for the
information exchange between different machines. But, how to communicate be-
tween machines is another matter. To attain the proper search functionality over
heterogeneous resources, the following communication features are necessary.

– Query passing.

– Result set delivery.

– Target data retrieval.

The user query should reach the search service through a communication
layer. Under the traditional client/server communication model, centralized con-
trol would be unavoidable. The requester connects to all the other databases to
collect the information (federated database), a central database (data warehouse)
collects all the dispersed data, or a mediator responds to the query by retrieving
the inquiry data from several databases. All of those models need the informa-
tion on host locations and literacy with the query processing language of each
database.

After the query is passed to a search service, the result set against the inquiry
should be generated and returned back to the requester. The client/server com-
munication is obvious for any response from the server, because the client usually
stays connected until the communication closes. Pipe based communication—a
half-duplex connection—may need additional mechanisms to pass the query re-
sponse back to the querier.

The result set has the metadata of the inquiry data, and the user may only
need selective data from the query results. Therefore, the user should choose the
target data to be retrieved from the data providers. The communication layer
has to provide the target data delivery to the querier. The integration model
based on client/server has centralized control, and all the resource locations and
the data transfer are managed by the central system.

The peer-to-peer network paradigm provides an overlay network on top of the
Internet, which enables inexpensive scalability and partial match lookup. The
protocols of those P2P models meet the above requirements in various manners.
JXTA [21] is one of those protocols and the first effort towards a general P2P
framework. JXTA provides the pipe communication, peer and resource discovery,
and a peer group mechanism. Through its resolver service, a query can be sent,
responded to, and even propagated between peers.
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3.3 Data integration hub

Every information provider may not want to develop its own search services.
Moreover, existence of many peers that have little data will unnecessarily in-
crease the message traffic and reduce the chance to reach the target informa-
tion. To prevent network flooding, Gnutella-like P2P networks usually restrict
the number of hops to propagate a message. The supernode architecture in P2P
networks integrates the information from partial nodes and dramatically in-
creases the network performance. So, we can improve our architecture by partial
integration using a message-oriented middleware—in our case the NaradaBro-
kering system [27]. The data integration hub acts as a peer in the whole P2P
networks. The figure 6 shows the group communication between search peers.



4 Related Works

There are a number of search studies based on P2P networks. ODISSEA (Open
DIStributed Search Engine Architecture) [32] is an example of content search
on P2P networks with distributed global index. Its distributing index of object
names depends on a Distributed Hash Table (DHT) structure, Pastry [29]. The
study of Galanis and others [9] focused on query delivery to the right nodes
through distributed directories. It used XPath as a query language, with the
XML element names as indexes distributed through the Chord [31] DHT-based
protocol. But they are keyword only searches or metadata only searches, while
our hybrid search narrows the search categories with a combination of both.

Some researchers [17, 7] noticed the utility of gossiping in peer-to-peer net-
works, as the mechanism for a replicated directory to locate the information.
PlanetP [7] uses a gossiping algorithm to share the index and provides pure
content search based on a peer-to-peer system. They claim that their gossiping
paradigm is appropriate up to thousands of peers on a P2P overlay network. No
metadata is assimilated in their work.

PeerDB [24] is a P2P distributed data sharing system that enables content-
based search without shared schema. The query propagation depends on an agent
in each peer. There is no specific policy, but Gnutella-like query propagation with
a TTL value. The authors experimented on a cluster of computers.

Nakauchi and others [22] enlarged the category of keyword search on P2P
networks with query expansion. The query expansion is based on a thesaurus
keyword relational database with a distributed mechanism for updating. Hristidis
and others [14] addressed the previous problems of keyword search in databases
by exploiting a context rank for joining relevant tuples. This should be an effec-
tive strategy for keyword search on existing relational databases with reducing
the lost part of the inherent meaning from database schema. However, our study
focuses on keyword search over existing documents with additional metadata
attachment to narrow the search category.

XRANK [10] focused on search over contents embedded in the XML docu-
ments with semantic tags. This study emphasizes document-centric XML, and
both semantic metadata and contents are included in the XML. To apply this
research for the legacy system like a bunch of text documents, we may need
to reorganize the old data to be included in the XML instances. In contrast to
our work, this study does not consider the extension of scalability such as the
peer-to-peer communication.

5 Conclusion

Searching for needed information on the Internet is difficult, because the infor-
mation is dispersed, and it is hard to integrate the heterogeneous resources we
find there. Our hybrid search on P2P networks addresses the semantic problem
inherent in the keyword search while remaining a simpler solution than the Se-
mantic Web. Our research also provides low cost scalability over heterogeneous



resources through customized overlay networks. This framework may have a
practical bridging role for the information search, on the road towards the ideal
of information represented by the Semantic Web [4]. The benefit of our system
is the information sharing for mutual interest groups over the Internet, where
the information is distributed for the scalability. However, information quality
and reputation is another matter to be solved by agents.
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