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General links are 

1. GGF10 workflow meeting summary http://grids.ucs.indiana.edu/ptliupages/presentations/ggfsummary-mar9-04.ppt  
2. GGF10 workflow special issue editorial http://grids.ucs.indiana.edu/ptliupages/publications/Workflow-overview.pdf  

3. GGF10 workflow special issue http://www.cc-pe.net/iuhome/workflow2004index.html or published at http://www3.interscience.wiley.com/cgi-bin/jissue/105558633 (except for editorial above)
4. Jia Yu and Rajkumar Buyya, A Taxonomy of Workflow Management Systems for Grid Computing, Technical Report, GRIDS-TR-2005-1, Grid Computing and Distributed Systems Laboratory, University of Melbourne, Australia, March 10, 2005. http://www.gridbus.org/reports/GridWorkflowTaxonomy.pdf  

5. Our work on scripting language based workflow http://www,hpsearch.org  

6. Managing Dynamic Services and flows http://grids.ucs.indiana.edu/ptliupages/publications/clade06-ManagingGridMessagingMiddleware-UPDATED.pdf 

7. Streaming seismic sensor applications http://grids.ucs.indiana.edu/ptliupages/publications/skg2005-FGCS-Extention-re-re-re-revised.pdf  
8. DoD Net-Centric Environments and Grids http://grids.ucs.indiana.edu/ptliupages/publications/gig  
9. Collaboration workflows http://grids.ucs.indiana.edu/ptliupages/publications/soa-voip-05.doc  

10. Fault Tolerant Streams http://www.naradabrokering.org  

11. Fault Tolerant system metadata http://www.opengrids.org/wscontext/  
1) Applications and requirements 
There is I think a need for a benchmark set for workflow playing same role as NAS benchmark did for parallel computing. It should be specified in “pencil and paper” so it can be implemented in the many different languages and GUIs. Further one should make the “network and computational size” of the benchmarks variable. The set should cover a range of application classes as given in links 1-4 above.
2) Dynamic workflows and user steering 
Much of our work is for dynamic flow-based grids such as those envisaged for the Global information Grid (link 8) and for sensor nets (link 7). Note here there are complex workflows but parts of these are generated automatically as for example when a new sensor joins the system or when the user decides to insert a new filter service. Here one doesn’t need a language to specify the workflow (except to record it for prosperity). Rather one needs to be able to “rewire” the data to add a new stream or to flow a stream through a new filter.  Collaboration workflows (link 9) are of this class. There should be more research on “scheduling” and “routing” of streams of messages flowing between service nodes of a workflow
3) Data and workflow descriptions 
I often wonder out loud why the field of workflow does not relate to related well established areas such as distributed programming and the many existing dataflow systems that follow the old model of AVS (visualization) and Khoros (image processing). We use Scripting (JavaScript in link 5) to specify workflows and management strategies.
4) System-level management 
We have focused (link 6) on the general problem of service management which is (implicitly) part of any workflow runtime with an emphasis of scalable fault-tolerance. We have some key constructs – fault tolerant streams (link 10), fault tolerant metadata store (link 11), largely stateless (except for performance enhancing caches) dynamic managers and the “managees” (services in the workflow).
