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What’s a Behavior Pattern? 

A salient subsequence in a time series  

 

 

 

 

 

 

 

 

 can be clustered and mined 

 can be treated as a motif and associated with a scalar ID 

 the scalar ID then becomes a scalar data point 



What’s a Multivariate Behavior Pattern? 

Really just a simultaneous set of such patterns 



What’s a Multivariate Behavior Pattern? 

Really just a simultaneous set of such patterns 

 

 

 

 

 

 

 can be clustered and mined 

 can be treated as motif and associated with a scalar ID 

 the scalar ID then becomes a multivariate data point 

 

 



Similarity Functions 

Important metric 

 Manhattan (L1) 

 Euclidian (L2) 

 cosine  

 correlation 

 structural  

 

 

 

 

 

 

 domain-specific features 

 

 

luminance contrast structure 



How About Sub Seq Window Size? 

Can be found via 

 optimization from prior samples 

 possibly involving the users 

 detect periodicity via wavelets and Fourier analysis 

 

Use DTW (Dynamic Time Warping) to align two sub 

sequences of possibly unequal lenghth 

 

 

 

Times Series A 

Times Series B 
Euclidian 

DTW 



How To Visualize? 1-3 D Data 

1D signal f(x) 

4D signal f(x, y, z, t=time) 

example: 3D heart in motion 

2D signal f(x, y) 

2D signal, shown as height field 

3D signal f(x, y, z) 



How About Multivariate Data? 

Consider the salient features of a car (not really big data): 
 miles per gallon (MPG) 

 top speed 

 acceleration 

 number of cylinders 

 horsepower 

 weight 

 year 

 country origin 

 brand 

 number of seats 

 number of doors 

 reliability (average number of breakdowns) 

 and so on... 

 

 

 



Can You See Patterns in a Spreadsheet? 

 

 

 

 

 

 

 

 

 

 

 

 

Very hard…. 

 

 

 

 

 

 

 

 

 



Method 1: Parallel Coordinates  

 

 



PC With Illustrative Abstraction 

all put together – three clusters 



Method 2: How About A Map? 



Data Map Via Space Embedding 

General idea: 

 preserve N-D space distances ij  in 2-D space dij 

 comes to down to an optimization problem 

 minimize  

 

 

 

 

 Multi-Dimensional Scaling (MDS) 

 similar data map to similar places 

       Similarity  Map 
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Japanese cars 

European cars 

US cars 



…are these clusters so different?  

But…. 



We Need to Map The Attributes, Too 



Tuition 

Academic Score 

Athletics 

no dream school here: good athletics, 
 low tuition, high academic score 

tuition <  
financial  
means  

tuition >  
financial means  

1 2 

3 

Example College Selection 



The Data Context Map 

Best of both worlds 

 similarity layout of the data based on vector similarity 

 similarity layout of the attributes based on pairwise correlation  

data attributes data + attributes 

          



Achieved by Joint Matrix Optimization 
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The Data Context Map 



Streaming Data 

One-pass constraint 

 data can be processed only once and not all be stored 

 

 

Concept drift 

 

 

 

 

Concept evolution 



Synopsis 

Keep representative samples as a synopsis 

 

Simplest form is reservoir sampling 
 purely probabilistic and sample-based 

 p (sample in reservoir) is k/n 

 

More informative is to evolve clusters (not samples) 
 more apt to keep up with concept drift and evolution  

 add new samples and remove stale samples  

 update clusters by merging, splitting, or removal 

 maintain anomalies 

 

Extend data context map into a synopsis context map  
 



Time Slice 
Similarity Plot 

Streamgraph 
and Time Slice 

Selector 

Temporal Attribute 
Relation Display 

Weight 
Function 
Designer 

Dynamic Local 
Change  Plot 

S. Cheng, K. 
Mueller, et al. 
VIS 2015 

Data: 6 pollutants 4 Time Windows 



More Detail? Visit my Webpage… 

 

 

 

 

 

 

 

http://www.cs.stonybrook.edu/~mueller 

(for videos see dedicated paper web pages)  

http://nd-scope.net  

Any questions? 

http://www.cs.stonybrook.edu/~mueller
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