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Next Generation DOE computing e

OLCF ALCF NERSC OLCF

Cori Summit Theta Aurora
2016 2017-2018 2016 2018-2019

MName
Planned Installation

Edison TITAN MIRA

ISystem peak (PF) : =30 150 180

eak Power (MW) E < 3.7 10 . 13

~1 PB DDR4 + > 1.74 PB = 7 PB High
High Bandwidth DDR4 + HBM + =480 TB DDR4 + Bandwidth On-
otal system memory 357 TB Memory 28PB High Bandwidth Package Memory
(HBM)+1.5PB persistent Memory (HEM) Local Memaory and
persistent memory memaory Persistent Memory

]e periommance 0.460 1.452 0.204 >3 > 40 >3 > 17 times Mira
Intel Knights Multiple IBM .
S G4-bit Landing many Power9 CPUs 'm.EI Knights " Knights Hill Xeon
Intel Ivy Opteron Landing Xeon Phi g
Node processors Bridge Nvidia PowerPC core CPUs & MeW core CPLS Phi many core
g Ko A2 Intel Haswell CPU  multiple Nvidia Y CPUs
B in data partition Voltas GPUS

9,300 nodes
49,152 1,900 nodes in ~3,500 nodes =2 500 nodes =50,000 nodes
data partition

= - enaraton Inte
Aries DEuI:?IRI—;:EgI Aries Omni-Path
Architecture

System Interconnect Aries Gemini 5D Torus

26 PB 28 PB 120 PB 150 PB
1TB/s, 300 GB/s 744 GB/s 1 TB/s EE 2 onis 1TB/s
Lustra®™ GPES™ Lustre®™ GPES™ Lustra®

* File System and network bandwidth does not keep up with
computing power
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Big Data in Fusion Science: ITER example

* Volume: Initially 90 TB per day, 18 PB per year, maturing to
2.2 PB per day, 440 PB per year

* Value: All data are taken from expensive instruments for
valuable reasons.

* Velocity: Peak 50 GB/s, with near real-time analysis needs

* Variety: ~100 different types of instruments and sensors,
numbering in the thousands, producing interdependent data
in various formats

* Veracity: The quality of the data can vary greatly depending
upon the instruments and sensors.

The pre-ITER superconducting fusion experiments outside of US
will also produce increasingly bigger data (KSTAR, EAST,
Wendelstein 7-X, and JT60-SU later).
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Streaming data from Simulations

Whole Device Modeling — the next fusion grand challenge
— From 1992 NSF grand challenge
— Now a possible Exascale Computing Application
— “Much more difficult than original thought”

— Couple Codes from different time scales, different physics, different
spatial regimes.

Very large data
— Edge simulation “today” producing about 100 PB in 10 days.
— Couple MHD effects, Core effects, .... 2 1 EB in 2 days.
— Need data triage techniques
— Separate out information from data in near-real-time

* Very large number of observables

— Large number of workflows for each set of analysis

e Desire to understand what do we do on machine, off machine
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Collaborative Nature of Science e

» 100’s different diagnostics which produce data of different sizes/velocities
* Different scientist have workflows

* Fusion simulations produce 100’s of different variables

* Goal: run all analysis to make near-real-time decisions

* Realization: V’s are too large: Prioritize which data gets processed when, where
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Feature Extraction: Near Real Time Detection of Blobs

Poloidal field Toroidal field Vacuum

e FUSion Plasma bIObS magnet g chamber

— Lead to the loss of energy from tokamak
plasmas

— Could damage multi-billion tokamak

* The experimental facility may not Piosma
have enough computing power for the &
necessary data processing

© 2005 Howstuffworks

* Distributed in transient processing

— Make more processing power available

— Allow more scientists to participate in the
data analysis operations and monitor the
experiment remotely

— Enable scientists to share knowledge and
processes

/AW ll, AR\

Blobs in fusion reactio Blob trajectory
(Source: EPSI project)
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* Objective: To enable remote scientists to

Example: KSTAR ECEl Sample Workflow

study ECE-Image movies of blobby

turbulence and instabilities between
experimental shots in near real-time.

* Input: Raw ECEi voltage data

(~550MB/s, over 300 seconds in the future)

+ Metadata (experimental setting)

 Requirement: Data transfer, processing, and
feedback within <15min (inter-shot time)

* Implementation: distributed data processing

with ADIOS ICEE method

Measure

KSTAR

» Digitizer

Buffer
Server

KSTAR Storage

A

Transfer

(ADIOS)

e

Making movies

Data post processing/
in Parallel

Movie/physi
files

Postech
KSTAR
(PPPL, GA,
MIT, ...)

Feedback to next or
next day shot
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Data Fusion

Objective: Enable comparisons of
simulation (pre/post) and
experiment at remote locations
Input: Gas Puff Imaging (GPI) fast
camera images from NSTX and
XGC1 edge simulation data
Output: Blob physics
Requirement: Complete in near
real-time for inter-shot

0.30

experimental comparison,
experiment-simulation validation

or simulation monitoring
Implementation: distributed data: .| -
processing with ADIOS ICEE = ol
method, optimized detection ool
algorithms for near real-time —
analysis . 2l

MCEE

Experiment
(NSTX GPI)

Frame: 590

B 4

ICEE, Enabling Fusion Collaboration
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ADIOS Abstraction Unifies Local And Remote I/

* |/O Componentization for Data-at- [ .o arr 1 [ contol AP
Rest and Data-in-Motion Core ADIOS components
e Service Oriented Architecture for BPC Buffering | |, ccution
. . BP container (generic) engine
Extreme scaling computing — &
. : t 1 Fastbit
* Self Describing data spatial aparesation ||_Indexing
aggregatlon
movement/storage BPC
i . 1/0 compression
* Main paper to cite A . |
ggregation Data Services

Q. Liu, J. Logan, Y. Tian, H. Abbasi, N.

. m .

Podhorszki, J. Choj, S. Klasky, R. Tchoua, J. |\ BP Posix ][ cgj ]I/ O Services
Lofstead, R. Oldfield, M. Parashar, N. - sempeio || U
Samatova, K. Schwan, A. Shoshani, M. Wolf, | \cicorz | Staging ]
K. Wu, W. Yu, “Hello ADIOS: the challenges |? -
and lessons of developing leadership class GRIB2 User created output
[/0 frameworks”, Concurrency and 0@ appications €5
Computation: Practice and Experience, s Je oo
2013 SR e

B et e Mo LS Eﬁ%l%’i%%hﬁ‘;ﬁi‘;:f’f?ﬂ; .

12 Weather: GRAPES enahled Apps 2015

i 13.Visualization: Paraview, Visit, VTK, ITK, OpenCV, VTkm | Over 1,500 citations
LCF/NERSC Codes in red QL
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The ADIOS-BP Stream/File format

] ¢ ( Metadata
i i d S (Schema) .
ﬂ ] v—\\'_\ { statistics e All data chunks are from a single producer
- COoD
: ﬂ ﬂ ﬂ - "J\, WOD — MPI process, Single diagnostic
1 ﬂ ﬂ 7 \T/::T']"’F')bles * Ability to create a separate metadata file when
aAEERER ﬂ Entropy sub-files” are generated
L | 1) |Pressure | ¢ Allows variables to be individually compressed

=1k  Has a schema to introspect the information

a e Has workflows embedded into the data streams

e Formatis for “data-in-motion” and “data-at-rest”

Ensemble of chunks = file
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o Auditing data during the streaming phase

o Stregming Bata Stream Information

— Too much data to move in too little time
— Storage sizes/speed doesn’t keep up with making NRT decisions
* Fit the data with a model

— From our physics understanding

— From our understanding of the entropy in the data

— From our understanding of the error in the data

— Change data into data = model + information (f = F + of)

e Streaming Information

— Reconstruct “on-the-fly”

 Query data from the remote source

MCEE a ®)PPPL
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o /O abstraction of data staging

Normal
1 2
M / — =
Application o
P Application P Application P Application P
F F E F
S S S S

Staging
nodes

Analytics

Analytics g

Application hpc system i

Anal
nalytics S

hpc system hpc system

i ‘
tics tics
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XGC XGC XGC XGC XGC
OX| L=  Aos - ADOS - ADOS -  ADOS = ———  ADOS |
w — ) ) = ) ) = ) ) = ) . —— ) )
.~ In situ Analysis and In situ Analysis and In situ Analysis and In situAnalysis and In situAnalysis and
EJ" = Visualization Visualization Visualization Visualization Visualization
S . ADIOS  ADOS  ADOS  ADIOS ~ ADIOS
—A=
e 1
QD O
= R
» o
@ In transit In transit In transit
- Analysis Analysis Analysis
v Visualization Visualization Visualization

Parallel Data Staging coupling/analytics/viz

 Use compute and deep-memory ¢ Impact of network data

hierarchies to optimize overall movement compared to memovy
workflow for power vs. movement
performance tradeoffs * Abstraction allows staging _
* Abstract complex/deep memory — On-same core o T
hierarchy access — On different cores Analysis
* Placement of analysis and ~ Ondifferent nodes .
aeEE Y _ On different machines Visualization
visualization tasks in a complex -

— Through the storage system

system
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=== |CEE System Development With ADIOS
o ) BT
Generation
Indexing 5
Analysis

I_ - e |

]

I |

I |

ndex

Data Source Site Remote Client Sites
e Features

e ADIOS provides an overlay network to share data and give feedbacks
e Stream data processing — supports stream-based |0 to process pulse data

In transit processing — provides remote memory-to-memory mapping between
data source (data generator) and client (data consumer)

* Indexing and querying with FastBit technology
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Interactive Supercomputing from Singapore to Austin==
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TRACKING
1706603162¢ 17881022 45021 422535211268 )
Edit View Sesrch Terminal Tabs Help
1-Al
Sleeping S (seconds)
Reading totalf_itg_tiny/xgc 3d 88010 bp
" Writing xgc 3d. bp
MulliPick Written 84,764,672 bytes, Elapsed @ 066 seconds (Throughput: 1,216 485 MB/sec)
Reading xgc-bbox. bp
Reading totalf_itg_tiny/restart_dir/xgc. restart. 98016 bp
Number of Revolutions Reading totalf_trg_tiny/restart_dir/xgc restart 98018 bp. info

Read particle effictient
Reading particles elapsed 2.191 seconds
Writing xgc. particle bp
| Written 7,251,168 bytes, Elapsed 0 850 seconds (Throughput 139 048 MB/sec)

ID Tracking: OFF Sleeping 5 (seconds)

Reading totalf_itg_tiny/xgc 3d. 88024. bp
F— > Writing gc.3d. bp
Written q, bytes, Elapsed @ D49 seconds (Throughput: 1,6
Reading xgc-bbox bp
Waiting & newer version: xge-bbox bp
HWaiting & newer version: xgc-bbox bp
Reading totalf_itg_tiny/restart_dir/xgc restart 08028 bp
R o ny/ =& { s ARASE ho
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The largest radio telescope in the
world

€1.5 billion project
11 member countries

2023-2030 Phase 2 constructed

Currently conceptual design &
preliminary benchmarks !

Compute Challenge: ¢ 100 PFLOPS Y
Data Challenge: ExaBytes per day
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ADIOS Testing, Magnus VS Fornax,

Cha”enge iS to run time_diViSion # Frequency Channels =512, # Input Data Streams =200, # Time Slices = 400

Time Slice Size = 82.329600 MB, Global Array Size = 32931.840000 MB
Lustre Stripe Size =4
T T

H 16 : : =

correlator and then write output s

[| mimimis Fornax Average g

. B’f || ——Magnus Samples i

data to a parallel filesystem 8 12| — g e _
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https://cug.org/proceedings/cug2014_proceedings/includes/files/pap121-file2.pdf Numberof Compuie Node® = J T T



