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Abstract—The landscape of high performance computing
(HPC) has radically changed over the past decade as the com-
munity has well surpassed Petascale performance and aims for
Exascale. In this effort, chip fabrication and hardware architects
have been directly challenged by the fundamentals of physics of
chip manufacturing. The effects of these challenges have extended
beyond the underlying hardware requiring the attention of the
entire stack. As the fight for raw performance continues, a
new field in computing has emerged. Big Data Analytics has
been heralded as the fourth paradigm of science by turning
enormous volumes of data into actionable knowledge. Big Data’s
influence spans various interests including, commercial, political,
and scientific fields.

While HPC and Big Data seem to approach knowledge
discovery from two disparate angles, the technical challenges
they face place them on a converging path. Both are required
to address scalability, data movement, energy efficiency, and
resiliency in large computing systems. Furthermore, in future
systems, the copious parallelism will be capable of overwhelming
the I/O. This makes the previous methodology of performing
scientific simulations and then analyzing the results post mortem
unreasonable, giving rise to in-situ analytic techniques.

From a HPC perspective, fine-grain event driven execution
models have been proposed as a flexible and efficient model
to utilize the underlying hardware. We propose extending a
fine-grain execution model to support Big Data techniques as
a method to efficiently utilize Exascale resources and as means
to join scientific simulation and its analysis overcoming hardware
limits (such as limited I/O bandwidth) and reducing the overall
time to knowledge discovery.

I. INTRODUCTION

Computing plays a pivotal and multifaceted role in how we
explore the world around us. Advanced computer systems are
used to model, analyze, and interpret data collected from a
range of diverse sensors, scientific instruments, and complex
simulations. Scientific applications running on these systems
include particle physics, DNA-sequencing, and climate mod-
eling and analysis[1], [2], [3]. By providing systems that have
more memory and computation power, scientists are enabled
to push the boundaries of human knowledge. For this reason,
computer scientists, architects, and manufacturers strive to
produce larger, faster, and more efficient systems.

Big Data analytics and machine learning has been her-
alded as the emerging fourth paradigm of scientific discovery
[4]. Differing from other paradigms, Big Data analytics are
concerned with reliably processing large volumes of data
to provide actionable intelligence. Traditionally Big Data is
characterized by volume, variety, and velocity [5]. The amount
of data generated daily is already exuberant and continues

to grow exponentially. This data emanates from numerous
sources at a very high rate in varied forms both structured and
unstructured. Big Data has gained recognition since it enables
query driven insights from trends obscured by the sheer size of
the data required to process. While Big Data analytics solicits
the interests of corporations and governments alike, it has
also provided unique opportunities for science. Fields such
as high particle physics, climate science, combustion, biology
and genomics, and neutron science are poised to benefit from
Big Data analytics and machine learning [3].

The High Performance Computing (HPC) community has
pushed the frontiers of computing well beyond Petascale and
is nearing Exascale as new systems are capable of achieving a
peak performance of hundreds of Petaflops [6]. These systems
continue to grow in size and complexity challenging not
only manufacturers and system architects, but also application
developers and scientists. Chip fabrication and manufacturing
is starting to reach fundamental physical limitations such
as power/heat dissipation properties of current materials [7],
parasitic capacitance and process variation impact at smaller
fabrication scales [8], [9], limits on lithography processes [10],
among others. Many of these challenges have in some form
been passed to the system software stack. Ultimately, these
obstacles require solutions as the alternative further passes the
burden onto application developers and scientists which in turn
obstructs scientific discovery.

II. PROBLEM FORMULATION

The joining HPC and Big Data has been realized in the new
emerging field of High Performance Data Analysis (HPDA)
coined by the International Data Corporation (IDC) [11]. This
marriage comes at a time when the distinction of both HPC and
Big Data workloads continues to blur. The increased resolution
and complexity of current models and simulations push the
boundaries of HPC workflows. All while Big Data queries
and analysis are becoming increasingly more computationally
complex [12]. HPDA serves as a newly minted rallying point
for hardware manufactures as well as computer scientists
seeking to exploit the strengths of HPC and Big Data analytics.

In addition to converging workloads, both HPC and Big
Data face several key challenges including energy/power effi-
ciency, exploiting large scale concurrency, effectively handling
memory, tolerating network latencies both within and outside
a node, and resiliency [2]. From the HPC perspective, one
worrisome trend is the drastic decrease of I/O bandwidth to



compute resources [13]. While the core counts are increasing
by orders of magnitude, I/O bandwidth is scaling linearly.
This furthers the need for exploring in-situ analytics under
the HPDA banner.

Big data and HPC face many similar challenges, and share
similar approaches in many aspects. As workloads continue
to cross single domains and converge to a HPC/Big Data
applications, it is important to explore the software stack
to reduce inefficiencies. By joining Big Data and HPC the
generation of data and its analysis can be overlapped reducing
the overall time to discovery.

III. BACKGROUND

An increasing sector inside the HPC community have pro-
posed shifting execution models from current von-Neumann
derived industrial standards like OpenMP and MPI to fine-
grain, dataflow-inspired approaches [14]. The key insight
being that a fine-granularity of work would be better capable
of utilizing the massively concurrent underlying hardware.
Such work has been explored in “Codelet” based frameworks
such as ParalleX [15], SWARM [16], DARTS [17], Fresh-
breeze [18], and OCR [19]. We believe these frameworks to
be potential vehicles to explore HPDA. One of the codelet
based runtime, SWARM, has already served as inspiration
and the backbone to a preliminary version of HAMR, a new
commercially focused Big Data solution [20].

A. Codelet Execution Model
The codelet execution model explores asynchronous, fine-

grain, event driven parallelism. Applications are represented by
a graph of (ideally) functional fine-grain tasks called codelets.
Codelets are connected by dependencies known as events.
Events may go beyond simple data dependencies however, to
incorporate control flow, data locality, and more. A codelet
fires when all its required events have been satisfied. A codelet
execution model is typically realized in the form of a runtime
system executing a codelet application on a HPC cluster [21].

The codelet execution model is a promising solution for
HPC because of its use of event driven fine-grain parallelism.
BSP and fork-join models (e.g. University of Oxford’s BSPLib
and OpenMP v3.0) struggle to tolerate the varying latencies
caused by NUMA domains [22]. Instead, computation units
can be underutilized waiting for global barriers. Fine-grained
event driven tasks can overcome these latencies by executing
tasks not based on control-flow but rather their inherent data
dependencies. Shifting from BSP style execution to a more
stream based approach is already gaining popularity in Big
Data. The exploration of Spark [23] (microbatching) and
Storm [24] (streaming) compared to Hadoop’s MapReduce
[25], [26], parallels codelet based efforts in the HPC commu-
nity. Moreover, these “streaming” Big Data technologies are
still capable of supporting and accelerating the MapReduce
paradigm easing the shift of application workloads.

IV. APPROACH

We believe codelet frameworks present a unique opportu-
nity to join both HPC and Big Data. From the view of a
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Fig. 1: Proposed HPC/Big Data stack.

programming model, codelet and Big Data frameworks are
similar to Spark and Storm in that the application is divided
into asynchronous tasks connected via data dependencies.
These models’ similarities are furthered when we observe their
operational semantics. In all models data is streamed into and
out of tasks, which are only executed when data arrives. Given
these similarities, our intention is to augment a distributed high
performance codelet model with Big Data semantics moving
toward a unified framework for HPC and Big Data. These
extensions will support MapReduce like operations such as
map and reduce on partitions of data akin to Spark and Storm’s
semantics. Our intention is to treat the extensions as first
class citizens in the programming model providing runtime
support as shown in figure 1. This approach is preferable,
rather than building Big Data layers on top of the Codelet
framework, as fine-grain runtimes must have low overhead
to be efficient. Moreover, intermixing fine-grain codelets with
partition operators provides both HPC and Big Data users new
facilities to explore parallelism and performance.

V. CONCLUSION

The distinguishing features of HPC and Big Data workloads
have begun to fade. This coupled with the technical challenges
both fields face individually has given rise the the joining
of the HPC and Big Data software stacks. We believed
that the asynchronous, fine-grain, event driven codelet model
can server as an effective vehicle in joining the two fields.
Leveraging the similarities between current streaming Big
Data and fine-grain models, we intend to provide Big Data
extensions for the codelet model to explore in-situ analysis
and furthering effective research in the HPDA field.
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