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Introduction
This report is the ninth for the project and now continues with status of each committee. More information can be found at http://www.futuregrid.org/committees which has links for each committee. Note the possible modest delay in delivery of Dell Cluster described in Operations committee report.
Operations and Change Management Committee
Operations Committee Chair:  Craig Stewart, Executive Director
Change Control Board Chair:  Gary Miksik, Project Manager
Subaward documents have been jointly reviewed with NSF and, where necessary, all inconsistencies between FTE percentages and budget 1030 calendar-months have been resolved.  All updated documents will be reassembled into revised subawardee packages and will be collectively sent to NSF.  Formal release from NSF will take the form of an Amendment to the Cooperative Agreement, likely during the week of Feb 1-5.
Task additions and updates to the PEP have been received (residing in new Jira repository) and revised version of the project plan (PEP Appendix C) is being assembled.  The Hardware portion of this revision is complete and attached.  Because TACC does not yet have their subaward, the installation timeline for their Dell 1152 core system has moved to early May.  However, TACC is a Dell partner, and we will have a more accurate picture of their timeline, once the equipment gets ordered.
In support of ubiquitous effort reporting for FutureGrid, the project manager is reviewing all labor effort to date on the project, including all cost-share labor, whether that labor has been cited in the FutureGrid award or not.  Indiana has a lot of cost-share labor on the project, and it will all be recognized.  This (A-21) effort review was completed this past week.
Hiring efforts for FutureGrid software developers are on-going with formal interviews in process. One software engineer at Indiana University started at the beginning of January.

Performance Committee 
Chair: Shava Smallen

During the past two weeks, the Performance Analysis Committee finalized our project milestones for 2010 and uploaded them into the FutureGrid JIRA installation for tracking.  Our project milestones include the installation and documentation of performance tools Vampir and Marmot, automated periodic execution of HPCC and SPEC benchmarks to measure and detect performance problems, selection of a performance instrumentation API that can be used to measure the performance of FutureGrid software components, and portal integration work.   The committee also did some initial exploration into the perfSONAR framework for collecting and publishing network monitoring data to FutureGrid users so they can better understand the performance of their experiment run (e.g., network usage, maximum bandwidth, etc.).  The committee held one conference call on January 21st to review the 2010 milestones and usage of JIRA.
Software Committee 
Chair: Gregor von Laszewski 
All groups have been including their tasks into the new functioning jira system. An enormous amount of effort took place to eliminate many duplicated tasks and to convert contributions from the teams into a format that allowed easy uploading of the tasks. There are tasks still missing and some contributors were asked to provide more detailed tasks.
 
Our intention is to also use the jira system to document progress over a biweekly period. First examples for activities that are reported in the jira system are

a) We have developed a prototype of an image repository registry. It still needs to be deployed.
b) We have refined the use and deployment of jira and included security and performance updates
d) The jira system contains about 362 tasks at this time, of which 7 have been resolved.
 
The software committee will finally be able to log all tasks to be done within the task management system.

Additionally, we have developed a prototype Moab deployment that is capable of switching an image through ad-hoc provisioning. However these activities are not yet logged in the jira system.


System Administration & Network Committee
Chair: David Hancock

Compute Systems Status
· IU iDataPlex: Delivered, physical installation complete, OS installation and cluster management install essentially complete.  Acceptance should begin soon.
· IU Cray: Delivered, physical install complete, OS install complete, 14-day stability test in progress.  Questions about acceptance targets in contract.
· UC iDataPlex: Delivered, physical install completed 1/22
· UF iDataPlex: Delivered 1/18, physical install in progress.  Joe Rinkovsky from Indiana University to visit 2/14-17.
· UCSD iDataPlex: Final benchmarking at IU for Microsoft 1/25-26.  Prep cluster for UCSD by IU, IBM to begin teardown and shipping on 2/1. Jenett Tillotson from Indiana University to visit 2/15-16.
· TACC Dell: Subcontract issues, hardware has not been ordered

Network Status
· Central Router and Network Impairment Device installed 1/19 at Starlight in Chicago
· Network monitoring in place via IU Global NOC
· UC/UCSD/UF ready to connect when NLR backbone is active
· Optics being installed for UC connection at Starlight 1/29
· IU connection to Starlight awaiting optical transponders (shipping 2/22)
· Internet2 & Commodity connectivity dependent upon IU connection

Outstanding Issues
· Authentication mechanism(s)
· Account creation synchronization & creation
· Windows scheduling & auto-provisioning via Moab (need expertise)
· Global User file system compared to Local User file system
· Image repository
· Long-term Moab contract after evaluation (thru June 2010)
· Shared-Memory System
· NLR contract PO (in IU purchasing office)
· Network switches for UCSD & possibly UF
· TeraGrid peering (working with Linda Winkler from UC)
· Need requirements from user allocation board/early user list

Training, Education and Outreach Services Committee
Chair: Renato Figueiredo

The TEOS team is planning what information is going to be collected through surveys, and what tools/mechanisms will be used to collect surveys and polls. We have been collecting survey information from TeraGrid and identifying which survey tools (focusing on free or with licenses already available to FutureGrid institutions) should be used. 

Regarding adoption, the UF grid appliance group was approached by two contacts - University of Hagen in Germany has used the Grid Appliance this semester in the course “Parallel programming and Grid-Computing”; and a representative from the Romania HPC Group creating a National Grid Infrastructure between all Universities in Romania is evaluating the use of the Grid Appliance as a vehicle to give potential users the ability to "play" with MPI/Grid software.

User Requirements Committee and FutureGrid User Advisory Board (FUAB)
Chair: Andrew Grimshaw

Prepared invitation letter to Science/user advisory committee candidate members and prepared proposed list of members.

We began process to engage early users in advance of March/April startup for early users.

User Support Committee
Chair: Jonathan Bolte
· User Support added additional requests to JIRA for the Software team including
· Develop a repository of structured information about FutureGrid software and hardware, using both manual and dynamic means to populate the repository
· Develop channels for delivery of software and hardware information into a support environment online
· Develop a standalone interface for the FGKB in the FG domain to provide access to FG content during interim while portal is being developed
· Develop a tool in Drupal to display FGKB content in the Drupal site with the ability to add comments and provide feedback
· Develop a dashboard to provide a summary view of ticket status across relevant tracking systems in FutureGrid, e.g. 1st tier Footprints, 2nd tier RT, GNOC Footprints, etc.
· The User Support section of the PEP for year 1 was further specified and is available at http://futuregrid.org/node/686 
· 2 new FGKB docs were created, one of which will function as a menu for navigation of FGKB content. There was 1 document revision.
· The original tool for inserting individual FGKB documents into the Drupal site was rewritten as a Drupal tool, as requested by the software group.  The format is http://futuregrid.org/kb/ayzv the last four letters being a unique FGKB docid.  The display page includes a functing search of the FGKB.  Future features will include a feedback/comment option that can submit the KM team for action or posted as part of the public presentation of the documents in Drupal.
· The first version of the FGKB widget for the portal was created
· A set of pages were created in Drupal providing a template to be used to collect information about specific pieces of software when available.  The template includes the institution supporting the software, the homepage, support contact, links to existing faq pages, manuals, training, and presentations.  The top navigation page is at http://futuregrid.org/node/679.  Population of the pages with information has begun.  Software owner will be responsible for completing them.
· The list of contacts for FutureGrid systems has been provided to the Global NOC and they have created an alert/announcement list 
 

