Future Grid Report February 20 2012
Geoffrey Fox 
Introduction
This report is the sixty first for the project and now continues with status of each team/committee and the collaborating sites. 
Summary
Operations and Change Management Committee
Operations Committee meeting on Tue Feb 14th.  Revisited the current Maintenance Day process of 1st Tuesday of every month for all FG resources.  FutureGrid User Survey I nearing completion.  Partner invoice processing on-going.

[bookmark: _GoBack]Software Team (includes Performance and Systems Management Teams)
We tested the use of Application I/O in PAPI (appio) to evaluate the amount of overhead introduced by this component in both “bare metal” and virtual environments. USC provided some “nuggets of knowledge” about recurring challenges a new user may face to the IU knowledgebase. as part of our dynamic provisioning we have integrated image deployment for Nimbus and are testing it now. Significant improvements have been made on the cloud log analyser for Eucalyptus and we have just received the major new release Eucalyptus 3.0 . We have been making some significant progress on the problems we saw with a new install of OpenStack on india. Some documents provided by pegasus have been given to the IUKB team.
Hardware and Network Team
· GPU Cluster, delta, in initial testing. Integrated into India scheduler.
· RHEL 6 being widely tested at IU, TACC, UC, and SDSC for deployment. TACC has ordered a new management server to facilitate the upgrade to CentOS 6. Sierra will be upgraded first in preparation for an upgrade of India.
· Staggered maintenance days for Nimbus enabled clusters are being explored for higher availability of resources for the project as a whole. Shared storage for Nimbus VMs is required to enable that functionality and is currently being discussed.
Training, Education and Outreach Team (includes user support)
TEOS team activities have focused on planning and drafting documents outlining proposed approaches for a cloud summer school and for “community groups” as a follow-up to interactions with XSEDE TEOS. A user survey has been drafted and input from the TEOS team and the project members at large is being used to improve it. Work on revamping the FG portal is underway.

Knowledgebase Team
Continued additions to Knowledgebase with a total of 103.
Site Reports
University of Virginia
Report not received.

University of Southern California Information Sciences
USC provided some “nuggets of knowledge” about recurring challenges a new user may face to the IU knowledgebase.

University of Texas at Austin/Texas Advanced Computing Center 
Minor progress in several areas.

University of Chicago/Argonne National Labs
The most both significant and time-intensive accomplishment this week was producing a semi-final version (finalized content) of the report on experimental infrastructure for computer science. In addition, we also engaged in support, outreach activities, as well as other activities. 

University of Florida
The UF team has assisted in the coordination and drafting of documents laying out proposed approaches to a science cloud summer school and community groups towards further interactions with XSEDE. Testing of a new release of ViNe’s central server (VCS) has taken place. Fortes chaired the operations committee, and Figueiredo chaired the TEOS team.

San Diego Supercomputer Center at University of California San Diego
UCSD restored Inca and Netlogger services after a VM server crash, made improvements to the Inca status page that displays how nodes are partitioned on FutureGrid machines, debugged a problem in the Ganglia status pages, and made some improvements to the myHadoop tutorial.  

University of Tennessee Knoxville
We tested the use of Application I/O in PAPI (appio) to evaluate the amount of overhead introduced by this component in both “bare metal” and virtual environments.



Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
· The Operations Committee met on Tue Feb 14th, with the primary agenda item being the continued discussion of the current Maintenance Day process for FutureGrid resources (Indiana, San Diego, Chicago, Florida, and Texas computers).  Current process has all machines “down” starting at 8:00 a.m. on the first Tuesday of every month.  Discussion centered on whether some FutureGrid resource could always be available (primarily an IaaS cloud environment.  While no change is to be implemented on the current schedule, the action item is to work with the Nimbus team in Chicago to determine if we can stagger its availability around Maintenance Day.
· User Survey I in final draft mode and has been under review by both the TEOS Team and the Operations Committee.  We will review feedback and adjust the survey as necessary, with the goal of dispatching the survey by the end of the month.
· Financials: Partner Invoice Processing to Date

[image: ]

Software Team 
Lead: Gregor von Laszewski

ADMINISTRATION (FG-907 - IU Gregor von Laszewski) 
[bookmark: Defining_Activities_.28FG-1223_-_Gregor_]Defining Activities (FG-1223 - Gregor von Laszewski) 
A new set of tasks were defined for Eucalyptus 3.0 that was made available to us on the last day of this reporting period
Over the last 14 days the following activities took place in jira 

Updated: 94 issues includes closed and resolved tasks
Closed: 27 issues
Resolved: 7 issues
Created: 20 issues
[bookmark: Improving_development_infrastructure_.28]Improving development infrastructure (FG-1204 - Gregor von Laszewski) 
FG-1204 - Activity: Redeployment of the management services

A jenkins server was requested as to replace the server that von Laszewski ran on a non production machine. This machine will be used for automatic code checking.

[bookmark: HPC_SERVICES]HPC SERVICES 
[bookmark: ScaleMP_Service_.28FG-934_IU_Greg_Pike.2][bookmark: Unicore_.28FG-927.29_and_Genesis_.28FG-9]Unicore (FG-927) and Genesis (FG-933) (Michael Saravo UVA) 
Please see site report from UVA.
[bookmark: Virtualized_Globus_.28FG-1158_-_IU_Andre]Virtualized Globus (FG-1158 - IU Andrew Younge) 
Documentation is under preparation.
[bookmark: HPC_Globus_.28FG-1235_-_TACC_Warren_Smit]HPC Globus (FG-1235 - TACC Warren Smith) 
The schema developed last period was given to the systems team for adding to the LDAP server.
[bookmark: EXPERIMENT.C2.A0MANAGEMENT]EXPERIMENT MANAGEMENT 
[bookmark: Experiment_Management_.28Warren_Smith.2C][bookmark: Integration_of_Pegasus_into_Experiment_M]Integration of Pegasus into Experiment Management (FG-412 - ISI Jens Vöckler) 
For the Pegasus tutorial, USC added tutorial VMs to Nimbus site alamo. With focus on upcoming experiments for the Stampede project, USC expanded the Pegasus tutorial to include Eucalyptus, in addition to the existing Nimbus base. 
[bookmark: Experiment_management_with_support_of_Ex]Experiment management with support of Experiment Harness (FG-906 - TACC Warren Smith) 
Please see site report from TACC.
[bookmark: Image_Management_.28FG-899_-_Creation.2C]Image Management (FG-899 - Creation, Repository, Provisioning - IU Javier Diaz) 
We have finished the image deployment part for Nimbus. For now, it works with the Nimbus infrastructure placed on Hotel because we had to add a new kernel, which only can be done by the admin people. Thus, I requested John to include the kernel only in Hotel for now. John also helped me to answer some questions about Nimbus.

We have a problem when running instances via EC2. For some reason our images works when you boot them using the cloud_client.sh script, but they do not work through EC2. However, the "hello-cloud" image works with no problems via EC2. We will have to spend more time in that issue and eventually use the help of John because we do not have access to the physical machines. Access to the physical machine is needed if we want to read the libvirt xml file that creates the domain of the VM or to watch the boot output via XEN serial port.

We have also updated some of the manuals and the tutorial. I have included the tutorial link in the portal.futuregrid.org/tutorials as Tutorial Topic 6.

We plan to give access to the image management tools on demand. Currently, we are going to give access to a particular users after we solve a problem with xCAT.

Issues with Moab: MSM of Moab fails to run right now. We found out that xCAT client on the india login node has a problem with communicating with the xCAT server on im1. We identified that the xCAT server is fine, the client certificate is fine,  and that xCAT client with Redhat 6 is fine. We suspect that xCAT client has a problem with the latest version of OpenSSL or IO::Socket::SSL for Redhat 5. But the login node is critical for the cluster system. To further investigate, we replicated the same issue on another node(i118), and are currently looking for a solution.

[bookmark: ACCOUNTING]ACCOUNTING 
[bookmark: Accounting_for_HPC_.28FG-1081_-_IU_Allen]Accounting for HPC (FG-1081 - IU Allen Streib) 
The task of adding an accounting system to HPC has been reassigned from ANdrew Younge to Allen Streib. Allen has a number of outstanding tasks to be done before this task can be addressed. We will proceed in two phases. Phase I: accounting data is provided by Greg Pike as he has in the past provided information that this data can be delivered by him. In Phase II Allen Streib will be integrating with the Gold Accounting system. The previous effort was not completed as unix groups according to project membership were not available. Allen Streib was assigned to populate the group membership from the portal into the LDAP server. This task is now completed and hence we can restart this activity.
[bookmark: Accounting_for_Clouds_.28FG-1301_-_IU_Hy]Accounting for Clouds (FG-1301 - IU Hyungro Lee) 
von Laszewski did a review of the eucalyptus account metric project and identified a number of operational problems with the code. We also identified that the backup of the logs although working provides a hurdle in developing a reasonable fast logging analysis program.  von Laszewski identified that about 3M records are logged for a period of about a month. From those records about 100K contain relevant data, from which 10K need to be further analyzed. When the analysis is complete about 130 records needed to be kept. This analysis resulted in a rewrite of the core algorithm that was originally written in perl. As a result von Laszewski devised two programs

a) a program that reduces duplicated log files from the Euacalyptus 2 log backup directory (this results in 1/6 less data to be gathered) 

b) a program that analyses the data from log files while providing an extensible framework 

c) this program was enhanced by Fugang Wang to store the relevant information into a database. von Laszewski and Fugang Wang have tested this mechnism and included safeguards into gathering the log information that allow ingestion of data irrelevant of the order of the log entries. Duplicated entries stored in other files will be ignored. 

d) von Laszewski developed a simple visualization with the help of googlecharts 

e) further tasks of improving this base framework have been reassigned to Hyungro Lee while being supervised by von Laszewski and Wang. Daily reports are delivered by Lee on his progress. 

f) Sharif Islam has been asked to include the script developed by von Laszewski into his cron scripts controlling the backup. Once proper operation is verified, the system developed backup cron script will be replaced by it.

Our goal is to have a single page that shows usage statistics based on Eucalyptus 2 logs.
[bookmark: Account_Metrics_.28FG-1377_-_Gregor_von_]Account Metrics (FG-1377 - Gregor von Laszewski IU, Hyungro Lee, John Bresnahna, Shava Smallen) 
see previous activity
[bookmark: FG_SUPPORT.C2.A0SOFTWARE.C2.A0AND.C2.A0F]FG SUPPORT SOFTWARE AND FG CLOUD SERVICES 
[bookmark: Nimbus_.28FG-842_-_John_Bresnahan.29]Nimbus (FG-842 - John Bresnahan) 
Please see site report provided by UC.
[bookmark: Eucalyptus_.28FG-1429_-_IU_Sharif_Islam.]Eucalyptus (FG-1429 - IU Sharif Islam) 
Version 2.0 
Von Laszewski prototyped a commandlines script that would allow the creation of eucalyptus accounts from the commandline. This was identified previously as not achievable. However, we were able to demonstrate that through the utilization of web browsers and some extensions to firefox filling out the form can be done programmatically although the web page is not an html form. This program was developed in python. We decided not to further develop this in order to focus our attention on Eucalyptus 3.0. However with this script it would be possible to give any user on FG a Eucalyptus account, just as we do with OpenStack and Nimbus
USC helped IU debug a Eucalyptus problem that occurred after the last system downtime.
Version 3.0 FG-1202 
Eucalyptus 3.0 has been made available to us on the last day of this reporting period The new manuals are already available on the Web pages and have been inspected by a number of us. We are identifying a plan on how to migrate/move to Eucalyptus 3. At this time we are planning to 

a) install a new version of Eucalyptus on a machine that we need to determine 
b) install the controllers c) gradually adding nodes to the cloud 
c) developing a way to integrate with our current user management 
d) plan for multi cloud integration with different zones. 

The effort of integration into our user management can be achieved in 2 ways. With and without LDAP support. We will need to evaluate the LDAP integration features of Eucalyptus 3 to identify if our existing LDAP set up can support it. Also we need to identify possible automatic creation of access policies to replicate our account policies within eucalyptus account and groups. 

We anticipate that the deployment of Eucalyptus 3 takes at least two weeks. Several programs have to be written to enable better integration with our user management. All such scripts will be written in python.

Subtasks to facilitate the development are being devised in jira.
[bookmark: OpenStack_.28FG-1203_IU_-_Sharif_Islam.2]OpenStack (FG-1203 IU - Sharif Islam) 
All users are now getting a nova account by default. After the HPC account is created, a nova account will be created and user credential file will appear in user's home directory in INDIA. The tutorial has been updated to reflect this: https://portal.futuregrid.org/tutorials/openstack. 

Update of the OpenStack version:
We found out that Ubuntu 11.10 has a problem on india compute node for creating IP aliases, and on the other hand, OpenStack Diablo package for Redhat has a problem for releasing IP addresses. We tested Diablo with several combinations of hardware and os, then I confirmed that OpenStack with Ubuntu 11.10 works on the nodes of gravel cluster and mini cluster. I also tested Swift as a backend storage of glance. However, three nodes on gravel cluster and two nodes of mini cluster are not good enough for seeing the performance and the scalability.

The problems we saw with the installation of the new version of OpenStack prompted us to contact TACC to request that OpenStack be installed on Alamo. However current upgrade plans and missing network equipment of the alamo machine prevents us from continuing for now this path. Hence we have configured the OpenStack controller on two nodes that are not part of the compute node in india. To our surprise this installation worked. The only difference that we are aware of between these nodes and the india nodes are that the machines have 2 1TB drives in them rather than just a single 500GB drive. Our plan is to move these nodes physically into india and register compute nodes to them from the rest of the india nodes. The long-term plan ought to include TACC as a host to OpenStack as Dell hardware is known to work with OpenStack. 
[bookmark: Inca_.28FG-877_-_Shava_Smallen.2C_UCSD.2]Inca (FG-877 - Shava Smallen, UCSD) 
During the last few weeks, there was a VM server crash on Quarry where our Inca server is hosted resulting in a day of downtime on February 7th. An older version of our VM from was restored on February 8th resulting in a loss of monitoring data from January 18th - February 8th. The Inca server was available again by February 9th after the server was restarted and recent test changes for the Ganglia deployment were restored. Also, fixes were made to improve the accuracy of the Inca status page that displays node partition data (i.e., number of nodes allocated to HPC, Nimbus, etc.). In the future, Inca will be able to detect when an uncategorized node appears on a machine so that we can email the system administrator and properly categorize it for the status page.
[bookmark: ViNe:_.28FG-140_-_UF_Renato_F._Mauricio_]ViNe: (FG-140 - UF Renato F. Mauricio T. Jose Fortes) 
[bookmark: ]A key component of the ViNe management infrastructure – the ViNe Central Server – has been configured and deployed, and it is currently being tested. VCS is responsible to oversee and control the operation of ViNe overlays by dynamically configuring ViNe routers. A front-end interface is under development in order to enable FG users to interact with VCS to manage ViNe overlays.
In order to develop the front-end interfaces, the internal APIs have been modified, since the existing APIs were not suitable to interact with end users.
A mechanism to automatically generate default configuration parameters for newly started ViNe routers have been added to the system. This hides initial configuration complexities from FG users.
A mechanism to automatically adjust overlay routing tables of ViNe routers as new routers join or leave has been added. This significantly reduces the overlay management overheads.
[bookmark: PLATFORMS]PLATFORMS 
[bookmark: SAGA_.28FG-1159_-_IU_-_Gregor_von_Laszew]SAGA (FG-1159 - IU - Gregor von Laszewski) 
A draft success story was written with the help of von Laszewski and given to the support team so it can be featured in the FG portal in future. 
[bookmark: WEB.C2.A0SITE_AND.C2.A0SUPPORT]WEB SITE AND SUPPORT 
[bookmark: Portal.C2.A0and_Web_Site_-_IU_Fugang_Wan]Portal and Web Site - IU Fugang Wang, Mathew Hanlon (TACC), Gregor von Laszewski)  
FG-77, FG-1311 

[bookmark: Integration_into_XSEDE_Portal_.28FG-1376]We have installed a module to work on FG-1418. This module tracks links in content and tests their validity. I will be adding a page for editors/admins describing how to access and use this tool to fix broken links in the portal content.

Progress is moving along for the new Knowledge Base integration (FG-1426). We are going to be hooking this module into Drupal cron to keep local KB content in sync with IUKB content. Additionally, this will allow KB documents to be found using default Drupal content search. We will also use Drupal's comment functionality to push feedback/corrections back to IUKB.
[bookmark: KnowledgeBase.C2.A0_.28FG-1222_-_Jonatha]KnowledgeBase  (FG-1222 - Jonathan Bolte IU) 
Based on our experience setting up VMs on different middleware, USC made some documents available to the FG knowledgebase:
* Step-by-step instructions how to save a live Eucalyptus VM into an image.
* Our experiences what steps are required to create a bootable CentOS.
* A recipe to create better-compressible VM disk images.
[bookmark: PERFORMANCE_.28UCSD_Shava_Smallen.29]PERFORMANCE (UCSD Shava Smallen) 
During the last few weeks, there was a VM server crash on Quarry where our Netlogger server is hosted resulting in a day of downtime on February 7th. An older version of our VM from was restored on February 8th resulting in a loss of monitoring data from January 18th - February 8th. The Netlogger server was available again by February 10th after the server was restarted and recent test changes for the Openstack usage reporting were restored. We also debugged the Ganglia code and recommended a patch to be deployed on Hotel to display links back to the main FutureGrid Ganglia page so that a user can easily navigate back and forth between the pages.
[bookmark: Vampir_.28FG-955_-_Thomas_Williams.29]Vampir (FG-955 - Thomas Williams)
During the last few weeks, the Vampir team discussed how to best collect usage data for FutureGrid. Because the Vampir tools are run in the user space, the recommendation was to collect usage data via Modules, i.e., instrument Modules to log when the vampirtrace or vampirserver modules are loaded. This has the added advantage of being applicable to other command-line or API tools as well such as PAPI. We are currently working on a design to best instrument and store this data.

[bookmark: PAPI_.28FG-957_-_Piotr_Luszczek_.28UTK.2]PAPI (FG-957 - Piotr Luszczek (UTK)) 
In our last report, we described Application I/O in PAPI (appio), a PAPI component for measuring I/O performance at application level in both virtual and non-virtual systems. Appio uses libc exploits that are specific to Linux to intercept read/write and other I/O calls that are made by applications in order to measure bytes, calls, and timings. We ran tests locally using appio and a standard I/O benchmarking suite, viz. IOZone, to get read/write performance data from both a VMware ESX5 hosted virtual machine and on “bare metal”, i.e. on the same hardware, but running outside a VM. Our test results from running IOZone, first on bare metal and then on VMware, proved to be about what we expected, with the exception of some minor caching effects. Then we ran the comparison tests again using a version of IOZone with an appio wrapper around it. This enabled us to access the accuracy of (i.e. determine the amount of overhead introduced by) appio. The results, displayed in the table below, show that appio introduces very little overhead and achieves reasonably accurate results. 
We plan to test this next on FutureGrid systems in order to see if we get the same results from the same set of comparisons using FG VMs, and if they differ from our VMware results, to explore why they differ. The long-term goal is to produce a standard component for PAPI that FG applications can use directly to accurately determine, in a form suitable for apple-to-apples comparisons, their I/O throughput in different FG environments.
[image: api1.png]
[bookmark: perfSonar_.28FG-1094_-_Shava_Smallen_SDS]perfSonar (FG-1094 - Shava Smallen SDSC) 
The perfSONAR measurement box for IU has been ordered and should arrive in the next few weeks.
Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
Compute & Storage Systems
· IU Data Capacitor Storage
· A proposal is in progress to refresh the Data Capacitor hardware and expand the available storage. As part of this plan we will explore increasing the network capacity between FutureGrid systems at IU and the Data Capacitor. Increasing this connection requires an upgrade to IU’s core research network hardware that is also part of the same proposal. Additional 10 Gb line cards will be required as well as additional edge switches.
· IU iDataPlex (india)
· RHEL6 testing on 4 nodes is progressing well with no user issues yet.
· New storage array is in production. An order has been placed for expansion to 180 TB in progress (currently at 60 TB RAW).
· Openstack is working fine in two small test instances; update to Diablo release is on hold waiting on resources.
· System operational for production users.
· IU Cray (xray)
· No issues during this period.
· New software release available (danub, SLES 11 based).
· System operational for production HPC users
· IU HP (bravo)
· Swift test implementation is available on bravo
· 50% of the system being used for testing with network impairment device, HDFS available on the remaining systems.
· Bravo is a cluster of 16 large-memory (192GB) nodes each with large local storage (12TB) and has been released to general users.
· System operational for production users
· IU GPU System (delta)
· 1 node available for testing, remainder waiting on IB cables & new rails.
· System integrated into India scheduler.
· 8 nodes currently, 8 more waiting on purchase order.
· System operational for early users
· SDSC iDataPlex (sierra)
· Upgrade of two nodes to RHEL6 in process to prep for upgrade of Sierra & India.
· OFED will also be upgraded to 1.5.4.
· System operational for production Eucalyptus, Nimbus, and HPC users.
· UC iDataPlex (hotel)
· Deployment plan for Genesis II in progress, waiting on feedback from the Genesis team at UVA.
· RHEL6 is in initial testing.
· Kernel instabilities are being investigated.
· System operational for production Nimbus and HPC users.
· UF iDataPlex (foxtrot)
· No issues during this period.
· System operational for production Nimbus users.
· Dell system at TACC (alamo)
· Planning for RHEL6 or CentOS upgrade, cluster management upgrade will be required as well.
· A new management system has been installed and will be installed with the new bright cluster management suite in parallel to allow an upgrade to CentOS 6.
· 5 nodes are provisioned for XSEDE TIS testing with SGE & Torque using the same headnode.
· System operational for production Nimbus and HPC users.
· All system outages are posted at https://portal.futuregrid.org/outages_all
Training, Education and Outreach Team (includes user support)
Lead: Renato Figueiredo

Science cloud summer school: the team has contributed in discussions and a document summarizing a proposed approach to a “cloud summer school” which has been forwarded to XSEDE. The school is intended to be a 4-5 day event, with physical participation of attendees as well as virtual participation (synchronous and/or asynchronous) – with the tentative site being IU's facilities in Indianapolis. The school will leverage expertise in various aspects of cloud computing from FutureGrid; FutureGrid personnel will provide content, but in addition we will seek participation of experts in the field outside the project who will provide guest lectures.  The school can be branded as an event that is part of the larger XSEDE scope - we anticipate there will be considerable interest from the XSEDE community, and it would help to have it endorsing and performing marketing/outreach for this event (e.g. through campus champions, mailing lists, etc). To cover expenses for physical attendance by a significant fraction of the students, the intent is to seek funding from the NSF for participant costs.

MapReduce and Science Cloud Applications Community Groups: the team has discussed possible approaches to having community groups in these two topics associated with XSEDE. The intent is to create mechanisms by which users interested in these two topics can interact, benefitting from FutureGrid’s expertise and resources. Barbara O’Leary drafted a document describing a proposed approach to these groups, and it has also been shared with XSEDE.

FG User Survey: A rough draft of the survey has been created by Barbara O’Leary and circulated among project members.  The team will follow up on recommendations and prepare for distribution to users.

FG Portal: Interactions with IU and TACC have continued, and work is progressing on the design. March 2nd is a target date to share new design withing TEOS team for comments/feedback.

Knowledge base and content editing: KB article have been added, including articles provided by Jens Voelkler on various tips on saving an active Eucalyptus VM, minimizing image size, creating a movable CentOS machine, and others revised, including clarifying who is eligible for a FutureGrid allocation.

Knowledgebase Team
Lead: Jonathan Bolte, Chuck Aikman

Active document repository increase by = 5
Documents modified = 9
Portal documents edited = 6 

Current Total 'live' FG KB documents: 103
Target as of 7/1/2012: 175
Difference between current and target: 72
Number of KB documents that must be completed per week between now and 7/1/2012 to hit target: (72/19) 3-4
Current number of documents in draft status within KB workflow: 38

Tickets
Lead: Greg Pike

Tickets (past 2 weeks):
28 tickets created
26 tickets resolved

Currently:
54 tickets total
17 new tickets
35 open tickets
2 stalled tickets
11 unowned tickets

Site Reports
University of Virginia
Lead: Andrew Grimshaw

No report was received

University of Southern California Information Sciences
Lead: Ewa Deelman

· USC continued to participate in the conference calls for FG Software, FG AHM, FG OCMC, and FG TEOS.
· For the Pegasus tutorial, USC added tutorial VMs to Nimbus site alamo.
· With focus on upcoming experiments for the Stampede project, USC expanded the Pegasus tutorial to include Eucalyptus, in addition to the existing Nimbus base.
· USC helped IU debug a Eucalyptus problem that occurred after the last system downtime.
· Based on our experience setting up VMs on different middleware, and recurring problems new users may face, USC made these available to the FG knowledgebase:
· Step-by-step instructions how to save a live Eucalyptus VM into an image.
· Our experiences what steps are required to create a bootable CentOS.
· A recipe to create better-compressible VM disk images.
· The whole Pegasus development team is now able to build, test and debug using FG resources by joining the newly created vehicle of FG project 189.

University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Dell cluster:
· Continued to work on CentOS 6 upgrade.
· An additional system administrator (Cody Hammock) has begun to help with the cluster.
· Discussed installing OpenStack on Alamo – the best time to do this is after CentOS 6 is on the cluster.
Experiment harness:
· Worked with SDSC on designing how we will use a messaging service to transmit various kinds of information.
· This information will be made available to users running experiments.
· Continued discussing Globus deployment across FutureGrid in support of Pegasus-based experiment management.
FutureGrid user portal:
· Discussed redesign of portal with IU so that it better meets our outreach needs.
· Defined an approach so that knowledge base articles appear in FutureGrid site search results.
· Updated outage display so that duplicates are not displayed.
Outreach:
· Participated in several FutureGrid discussions about enhancing our outreach efforts

University of Chicago/Argonne National Labs
Lead: Kate Keahey

· Produced semi-final version (finalized content) of report on experimental infrastructure; the report will be sent to final edits next Monday and finalized next week
· Engaged in planning outreach activities for XSEDE and other thrusts 
· General user support (cleaned up image repo on sierra, answered forum questions, installed certificates on hotel, removed problematic IP)
· Community engagement work to enable a HEP group use FG for exploration and demonstration of cloud computing for their community (included network debugging on hotel)
· Created images for common use (this proved very time consuming and difficult)
· Continued design and prototyping of multi-cloud infrastructure

University of Florida
Lead: Jose Fortes

UF has worked with IU to help define approaches to foster engagement with XSEDE and its users on topics including science clouds, and map/reduce. These are described in more detail in the TEOS report.
ViNe activities focused on making the new version ready to be released. A key component of the ViNe management infrastructure – the ViNe Central Server – has been configured and deployed, and it is currently being tested. VCS is responsible to oversee and control the operation of ViNe overlays by dynamically configuring ViNe routers. A front-end interface is under development in order to enable FG users to interact with VCS to manage ViNe overlays. In order to develop the front-end interfaces, the internal APIs have been modified, since the existing APIs were not suitable to interact with end users.
A mechanism to automatically generate default configuration parameters for newly started ViNe routers have been added to the system. This hides initial configuration complexities from FG users.
	A mechanism to automatically adjust overlay routing tables of ViNe routers as new routers join or leave has been added. This significantly reduces the overlay management overheads.
	Support, outreach, and documentation activities dependent on having the new stable release of ViNe will be focused on once the new version is released, as it is expected to make it easier for end users and overlay network administrators to operate ViNe, which in turn will enable easier to understand tutorials and how-to documents.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen

In the past few weeks, UCSD worked to recover from a VM server crash where our Inca and Netlogger servers are hosted as described in the software section of this report.  Also, we made some fixes to improve the accuracy of the Inca status page that displays how nodes are partitioned on the FutureGrid machines.  UCSD also debugged the Ganglia code to recommend at patch to be deployed on Hotel for more seamless operation of the Ganglia status pages.  Also, we made some updates to the myHadoop tutorial as well in response to review feedback.  UCSD continues to lead the performance group activities and led a group call on February 8th as well as attended the Software, Operations, All Hands, and TEOS meeting calls.

University of Tennessee Knoxville
Lead: Jack Dongarra

       In our last report, we described Application I/O in PAPI (appio), a PAPI component for measuring I/O performance at application level in both virtual and non-virtual systems. Appio uses libc exploits that are specific to Linux to intercept read/write and other I/O calls that are made by applications in order to measure bytes, calls, and timings. We ran tests locally using appio and a standard I/O benchmarking suite, viz. IOZone, to get read/write performance data from both a VMware ESX5 hosted virtual machine and on “bare metal”, i.e. on the same hardware, but running outside a VM. Our test results from running IOZone, first on bare metal and then on VMware, proved to be about what we expected, with the exception of some minor caching effects. Then we ran the comparison tests again using a version of IOZone with an appio wrapper around it. This enabled us to access the accuracy of (i.e. determine the amount of overhead introduced by) appio.  The results, displayed in the table in software report, show that appio introduces very little overhead and achieves reasonably accurate results. 
      We plan to test this next on FutureGrid systems in order to see if we get the same results from the same set of comparisons using FG VMs, and if they differ from our VMware results, to explore why they differ. The long-term goal is to produce a standard component for PAPI that FG applications can use directly to accurately determine, in a form suitable for apple-to-apples comparisons, their I/O throughput in different FG environments. 
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IU PO #Spend Auth Y1 PTD Y2 PTD Y3 PTDTotal PTD Thru Remaining

UC 760159 831,845213,235343,809106,419 663,464 Jan-12 168,381

UCSD 750476 598,541192,295183,855 0 376,150 Sep-12 222,391

UF 750484 434,055 83,298110,891 36,470 230,658Dec-11 203,397

USC 740614 450,000154,771115,407123,327 393,505 Jan-12 56,495

UT 734307 920,269547,509159,987 30,633 738,129Dec-11 182,140

UV 740593 257,598 53,488103,878 25,245 182,611Dec-11 74,987

UTK1014379 177,084 N/A 28,271 22,764 51,035Dec-11 126,049
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