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Introduction
This report is the eighth for the project and now continues with status of each committee. More information can be found at http://www.futuregrid.org/committees which has links for each committee. 
Operations and Change Management Committee
Operations Committee Chair:  Craig Stewart, Executive Director
Change Control Board Chair:  Gary Miksik, Project Manager
Currently working with NSF to secure the necessary approvals to release the partner institution subaward documents.  The key critical path here is the subaward document for TACC, which contains the funding for their hardware (to meet our first NSF major milestone in April).

In support of the Jan 31 date for completing our updated execution plan, each FutureGrid committee chair and each partner organization primary contact received supporting materials to help in their additions and changes to their respective tasks.  Operations asked that these revisions be provided back to us by COB Wed Jan 20, so they can be reviewed and consolidated into a single plan.  Supporting materials included:  current statements of work, NSF 1030 budgets, budget justifications, highlighted targeted sections of the current PEP, and specific sections of the MS project plan relating to each institutions activities.

The issue of insurance on equipment going to University of Chicago and University of Florida was resolved.  In both cases, the ownership of the equipment will formally transfer to the respective institution.  Any interim insurance needed prior to ownership transfer will be borne by Indiana University.  IBM was contacted and requested to provide the timeframe for when their coverage of equipment stops (both are iDataPlex machines).  We believe that IBM insures their equipment until formally accepted by the receiving institution.  IBM to confirm or provide a different timeframe.

In support of ubiquitous effort reporting for FutureGrid, the project manager is reviewing all labor effort to date on the project, including all cost-share labor, whether that labor has been cited in the FutureGrid award or not.  Indiana has a lot of cost-share labor on the project, and it will all be recognized.  This (A-21) effort review will be completed mid-January, with the goal of having all generated A-21 documents reflective of actual percentages of effort on FutureGrid  for the October-December 2009 timeframe.


Performance Committee 
Chair: Shava Smallen

Since the start of the year, the Performance Analysis Committee has made more refinements to the instrumentation section of our architecture document (for evaluating performance of the FutureGrid infrastructure) and added more detail to the benchmark sections.  We have also created a first draft of our project schedule and are continuing to refine it for inclusion into the larger FutureGrid schedule.  The committee held two conferences calls on January 7th and 14th to discuss scheduling and architecture documentation.

Software Committee 
Chair: Gregor von Laszewski 
· Administration: Two new staff members have been hired, one at IU and one at UC. Their efforts will help the development of FG software in support of the FG mission. The issue tracking  software has been set up with some delay. It experienced some operational difficulties that we hope have been overcome.  Unfortunately, the MSProject bridge to the task management system are not working well, but it is not a major issue as we can handle the system even without that bridge. Instead, initial scripts have been developed to allow uploading of tasks and registering users to the issue tracking system.
· Achievements: a maven project file has been created for the FG software. An initial version of a prototype image repository registry is in progress of being developed. We anticipate a commit to the svn by next week.
· All groups are working on defining tasks to be conducted for the next year to be included in an update to the PEP plan.
· Progress on the provisioning system was limited due to the travel schedule of David Hancock. Initial feedback to the planning document for the provisioning strategy was received and we are anticipating from him a concrete improvement suggestion including a detailed plan of activities next week.

System Administration & Network Committee
Chair: David Hancock

Networking
· Juniper EX 8208 has been configured
· Spirent Networking Impairment Device has been configured
· Additional power installed at Starlight in Chicago for core equipment
· Core equipment (Juniper & Spirent) will be installed in Chicago the week of 1/18

Compute & Storage Systems
· Cray XT5m delivered on 1/8
· Cray XT5m installed on 1/11-12
· IU iDataPlex delivered on 1/6
· IU iDataPlex installed on 1/13-14
· UC & UF iDataPlex systems delivered on 1/7 & 1/5 respectively
· UC and SDSC Storage has been delivered and is undergoing acceptance
· Dell system at TACC has not been ordered as their subcontract is not in place

Training, Education and Outreach Services Committee
Chair: Renato Figueiredo

The TEOS committee has discussed the project execution plan tasks for training, education and outreach and is beginning to implement processes to keep track of important events where training sessions should be targeted, and where participation of FutureGrid partners can be leveraged to disseminate our infrastructure. As a first step, private pages in the FutureGrid Drupal site are being created to track important dates and maintaining links to helpful outreach documents (flyers, posters, presentation templates). The UF team has packaged and tested a new version of the virtual grid appliance, which streamlines deployment in cloud-enabled resources, in preparation for integration with FutureGrid infrastructure. The new appliance has been successfully tested on virtual clusters transparently spanning private resources and Amazon EC2 cloud resources.

User Requirements Committee and FutureGrid User Advisory Board (FUAB)
Chair: Andrew Grimshaw

We are getting our first serious early user requests and continuing discussion of Science/user advisory committee – especially on a few non USA members.

User Support Committee
Chair: Jonathan Bolte

· Support has been in communication with Network Operations, Mission Critical Support, and the System Administration and Network Management Committee. The software to be used to monitor the network and the date monitoring will begin have be determined.  
· Contributions were made to the requirements document for the development of the Portal, the lynchpin for Online support, which will include channels for delivering the majority of information all classes of FutureGrid users will need.
· There are currently 12 documents ready in the FutureGrid Knowledge Base and a meeting has been organized for next week with programmers and system administrators to complete the implementation of delivery of an interim solution for the delivery of FGKB into the FutureGrid website.  Full integration of the FGKB into FutureGrid is planned to later to take advantage of the new Knowledge Management System that is being built as a Kuali project.  Since our last report, a requirements document and use cases have been prepared that will help planning for the FutureGrid integration that will happen next year.
· The User Support Committee is working with the TEOS committee to identify survey and polling option.  We have also initiated a search for existing training materials for the major software stack for the FutureGrid and are contributing ideas for creating an online library to organize these materials.
