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Introduction
This report is the thirty fourth for the project and now continues with status of each committee and the collaborating sites. I note that we are transitioning web site to a new installation with improved security and implementation. At the moment material is split between sites. The reports are on new site at https://portal.futuregrid.org/reports and list of projects at https://portal.futuregrid.org/projects. The page https://www.futuregrid.org/committees with material from teams and committees has not yet been moved as our initial steps focused on material of direct importance to users; we expect this committees page to be moved by the end of the week.
The onsite review on January 17-18 was a major activity. The material for this can be found at https://portal.futuregrid.org/reports.
Summary
Operations and Change Management Committee
NSF PY1 review of FutureGrid completed.  Additional storage for Florida iDataPlex (IBM System x iDataPlex dx360 M2 Server) competitively bid, with IBM the only responding vendor.  Updated PY2 Expenditure Portfolio Report from partner invoices received to date.

Software Team (includes Performance and Systems Management Teams)
The first week of this period was used by most of the software team to prepare for the NSF review. In the second week the NSF review actually took place. In addition, we  closed more than 68 tasks in the task management system, mostly related to portal activities.

Hardware and Network Team

Backbone network fully operational with no unplanned outages within the FG network during this period. Outage of the Hotel storage nodes caused the system to be unavailable for 12 hours on 1/18/2011 (running jobs and VMs were affected)
Training, Education and Outreach Team

The ability to allow new/prospective users to quickly gain hands-on access to a "sandbox" account would improve the ability for FutureGrid to reach to different user communities. Following up on previous discussions in the TEOS team regarding user accounts, the TEOS team is working on recommendations on how to deploy such "sandbox" account/allocations on FutureGrid.

User Support Team
The FutureGrid Knowledgebase is being reworked with a more systematic way of transitioning dynamic material from the portal (as in Forums). Status is given below in full report.
Site Reports
University of Virginia

Two tutorials were completed and interesting outreach opportunities were explored for Taverna workflows on Grid standard infrastructure.

University of Southern California Information Sciences

Activities focused on preparing material (success stories and technology) for NSF site review.

University of Texas at Austin/Texas Advanced Computing Center 

Work continued on the Nimbus installation on Alamo.

University of Chicago/Argonne National Labs

The focus of the past two weeks has been an assessment of Nimbus operation and value to FutureGrid in preparation for the NSF review and then the attendance of the review itself. We also put in some time debugging the network connection to hotel (still undiagnosed), working on ways to accommodate users with grid certificates on FG and hardware maintenance activities.

University of Florida

Efforts at the University of Florida covered in this bi-weekly report focused on preparation of documents for the site visit, and development/testing of a process that will facilitate dynamic deployment of MPI stacks by students in Grid appliances using Condor.

San Diego Supercomputer Center at University of California San Diego
Work was focused on Nimbus test tool and use of perfSONAR for networking with Global NOC.

University of Tennessee Knoxville

We have ascertained that Intel is interested in providing the infrastructure needed for PAPI-V (PAPI for virtualization), though extra work would need to be done before PAPI could use this “para-virtualization” interface. Existing PAPI versions would not work (i.e. a new release would be required) and PAPI-V would require modifications to the linux kernel that could present deployment challenges for FG.

Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Craig Stewart, Executive Director
Change Control Board Chair:  Gary Miksik, Project Manager
· In preparation for OMB A-21 effort reporting for July-December 2010 timeframe, all FutureGrid-related cost-share is being reviewed.  

· Additional storage for UF IBM iDataPlex ordered.  This was competitively bid, and IBM was the only responding vendor.  This storage will be extended as an asset “addition” to the existing Florida iDataPlex.

· [On-going]  Partner invoice processing.  Updated PY2 Expenditure Portfolio Report.

Software Team 
Lead: Gregor von Laszewski
Summary
The first week of this period was used by most of the software team to prepare for the NSF review. In the second week the NSF review actually took place. In addition, we  closed more than 68 tasks in the task management system, mostly related to portal activities.

Review
The first week of this period was used by most of the software team to prepare for the NSF review. In the second week the NSF review actually took place. All members worked on preparing the documents and presentations.

Administration
About 68 tasks were closed in the Jira system. Most of these tasks were related to the portal. This was  a major effort to improve portal with key parts available for NSF Review.

We communicated to the team the impressions we obtained from the preliminary review given to us in oral form. One of the things we were commended on was our team work and our use of collaborative technologies such as the Jira task management system allowing us to record our tasks and WBS numbers. Several members of the review committee also asked about the creation of the collaborative documents that were prepared by about 20 team members from different organizations.
As we noticed some small issues with the document, we recommended to all team members to review the document to integrate improvements where needed. This includes potentially adding paragraphs as some of our partners wanted to expand upon their sections in the report. We believe that this report presents a major milestone towards an overview paper.

XD
We had a meeting with the XD TAS project to communicate the need to work on a joint plan for integration. This plan will be devised over the next 2-3 months. Members of FutureGrid and XD TAS work in a tightly integrated fashion already.

Portal
Drupal 7 was made available last week, but we decided to wait for version 7.1 to assure that we minimize the transition time as 7.1 would be expected to have better fixes for transition problems reported by the community.
All modules that we chose are Drupal 7 compatible. However we will revisit this issue in late spring. As already mentioned, we closed many tasks related to the portal (probably 60 of them).

Security Policy supported by Portal
Now that the portal is in place, account management has become easier . Our security policy which is, “No one on FutureGrid will get an account if they are not part of a valid and approved project.”, can now be enforced. 

The PI made it clear that all team members must also register in the portal.

Experiment Management
TACC, IU, and ISI worked for the review on a joint presentation to clarify use cases motivating the use of script and workflow based experiment plans that will use RAIN.

Image Management
The team working on the image repository and the image generation have taken steps to continue their efforts such as deciding on using MongoDB for the image repository. 

Towards feature enhancements of the systems
We have been given a charge to develop plans and actions towards the delivery of feature enhancements of the deployed systems. In order to do this we have planned to execute the following action items:

1. The system manager will devise a plan on how and when the disks available on the systems will be repartitioned and made available

2. The management of the Eucalyptus cloud was handed over to a new staff member at IU. The old Eucalyptus installation will be replaced to address stability issues and to introduce zones minimizing effort in maintaining the user accounts.

3. Last week Friday it was pointed out to us that there is a network issue on the UC cluster; the origin of this issue is unclear at this point. Both hardware support and Nimbus developers at UC are working to debug the network issues; a detailed report has also been sent to IU NOC. The operation of the cluster is stable and in the meanwhile, user are asked to use Nimbus with private networking or use the Nimbus install on sierra or foxtrot. 

4. Dynamic provisioning. The effort of using dynamic provisioning for system updates was continued. The systems manager reported it is 80% completed.

Exploration of OpenStack
We explored OpenStack as an alternative to Eucalyptus. Interestingly enough, our first installation worked, and we see methods and commands that allow us to integrate with our account management. This installation is not accessible to FutureGrid users yet.

Operational Software and Services
We acquired some new hardware which will allow us to move many of our existing systems to more powerful machines over the next quarter. These will include the ticket system, the mail server, the wiki machine, and the backup service. All these systems are essential for support.

Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
Compute & Storage Systems
· IU iDataPlex (india)
· FG environment is installed
· System operational for production users
· New user home directory system has to be created and integrated to migrate old data
· Storage systems are being examined for the best upgrade path for the system
· IU Cray (xray)
· An additional service IO node is necessary to add dynamic shared library support and external Lustre file system capability.   
· We will pursue a quote and options from Cray if this functionality is desired and proceed with an internal proposal.
· System operational for production users
· SDSC iDataPlex (sierra)
· System operational for production users
· UC iDataPlex (hotel)
· System operational for production users
· UF iDataPlex (foxtrot)
· All nodes have been configured with Nimbus, 1 head node and 31 user nodes.
· System operational for production users
· Storage system bid has been awarded and is being configured by manufacturer.
· Dell system at TACC (alamo)
· System operational for production users
· KVM and libvert are being tested on one node
· VMs have been created to run on the test node
· Bridged networking is being configured for the VMs
· Request has been made for DNS entries for VMs
· Cluster DHCP & routing is being configured to work with Nimbus without interfering with the Bright Cluster Manager tools.

Training, Education and Outreach Team
Lead: Renato Figueiredo

· Outreach: this would support a "FutureGrid test drive" feature where users who register with the FutureGrid portal would be able to deploy and test a simple environment and get hands-on experience with the system. Coupled with a short demo video and self-guided tutorial script, this could serve as a means to attract new users, possibly from user communities we may not be reaching yet. It would also encourage more users to register with the portal, providing a means for us to contact them.

· Education/training: this would support easy configuration of user accounts for short-term tutorial events. For instance, a tutorial like the one given by the Nimbus team at CloudCom would be simpler to give if the instructors do not need to worry about how to create "bulk" accounts - just point the attendees to the portal. 

· The team is working on a document with requirements/recommendations initially focusing on Nimbus and an approach that integrates with the FG portal.

User Support Team
Lead: Jonathan Bolte
All of the tutorials available in the FG Portal have been reviewed by the KM team except for
· FutureGrid Tutorial VA1: Performance Analysis with Vampir
· FutureGrid Tutorial VT1: Instrumentation and tracing with VampirTrace 
There are a total of 80 documents in the FG repository, of which 8 are available publicly, 2 are available internally, and 70 were moved to draft for review.
Access of the 8 documents currently available in the FGKB during this 2 week period 
	What is Inca? 
	2775

	What is FutureGrid? 
	1000

	What are SSH and SSH2? SSH and SSH2 SSH and SSH2 
	855

	What is a science gateway, and is it related to portals? 
	14

	About the FutureGrid WAN 
	10

	How do I create a ticket for FutureGrid support? 
	10

	How do I contact FutureGrid? 
	9

	For FutureGrid, how can I request a network impairment? 
	1



Site Reports
University of Virginia
Lead: Andrew Grimshaw
The bulk of the effort expended by UVA over the last two weeks was in preparing for and attending the NSF site review in Bloomington.  This included slide preparation and review, completing the two tutorials, and travel.
Outreach activities: The UVA team met with faculty in the Clinical Public Health Genomics department at UVA. The CPHG researchers are interested in experimenting with running their Taverna-based workflows (that currently run on local queuing systems) on top of grid standards (e.g., Genesis II) and on EC2-based clouds. Both experiments will run nicely on FutureGrid.
University of Southern California Information Sciences
Lead: Ewa Deelman

· USC continued to participate in the following conference calls: FG All-Hands, FG Committee, FG Performance, FG-TEOS, and FG-Software. 
· USC prepared for the NSF site review:
· Contributing a success story about the Kepler extra-solar planet finder that ran across five different clouds in FutureGrid.
· Contributing a section about Pegasus as an experiments management facility to the FG-SW section of the review.
· Collaborating with Warren (TACC) and Gregor (IU) on Pegasus as part of Experiment Management. 
· Joint authoring of a Google shared document for the FG-SW handout.
· Joint authoring of a Google shared presentation for the FG-SW slides.
· USC participated in the NSF site review at IU.


University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Dell cluster:
· Nimbus deployment continuing
· Networking configuration still in progress
· Decided upon a new naming schema for Nimbus virtual machines.
· Requested DNS mappings for these new names
· Continuing to configure networking on the cluster to support Nimbus.
Experiment harness:
· No progress on TakTuk installation
· Primarily due to FutureGrid review
· Continued to refine our approach to experiment management with other FutureGrid partners.

University of Chicago/Argonne National Labs
Lead: Kate Keahey

· Prepared analysis of Nimbus utilization on all FG sites for the NSF review 
· Preparation, support and attendance at the NSF review
· A lot of time (on both hardware support and Nimbus side) has been spent working to debug network issues on hotel; detailed report has been sent to IU NOC 
· Assisted new users to switch their account to their grid certificate, added Grid Canada CA
· Tested Nimbus 2.7 release candidate
· Hardware maintenance activities: debugging and fixing storage node outage, continued work on internal DNS for private VMs and fixed make_homes script to work around incomplete user records

University of Florida
Lead: Jose Fortes
The current baseline Grid appliance is based on Condor, and approaches to integrate MPI and Hadoop with the Grid appliance thus far have been orthogonal to the Condor system and required installation of a package on top of the baseline appliance. UF is working towards an improved framework that will leverage Condor to create MPI pools on demand – such that submitted jobs deploy and configure daemons (e.g. mpd), initiate execution, collect outputs, and tear-down the MPI pool after execution. We are also investigating how to apply this same approach to Hadoop. This will enable the use of a single appliance image to support Condor, MPI and Hadoop, and will expose to students the process of installing and configuring these stacks.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen
During the past two weeks, UCSD prepared for and participated in the NSF review of the project.  We also wrote and deployed a user-level test for Nimbus that tests the ability to instantiate a VM and destroy it.  It also times the actions so we can see if there is any significant performance variance across different machines.  This test will be extended to use the EC2 interfaces and test against Eucalyptus, which has known stability problems.   As part of our performance group work, we have also started conversations with the GNOC to begin deployment of perfSONAR.    
University of Tennessee Knoxville
Lead: Jack Dongarra

As discussed during the mid-January site visit from NSF, PAPI does not work on top of virtualized environments because, for one reason or another, VM’s fail to pass on most or all of the performance-counter information that the underlying operating system is capable of providing.  However, recent discussions between Vince Weaver, of our PAPI team, and Mousa Hussam, who works for Intel on performance analysis under virtualization, suggests that there may be opportunities for progress in this front. He specified that Intel is very interested in getting performance measurements available to Linux from inside of a VM, which would include returning values that PAPI could use. We may be able to get nominal resources (e.g. a grad-student internship at Intel), but in any event, Intel seems quite prepared to cooperate with us on the effort.
There are two possible ways to expose performance counters from inside a VM.
1. The counters could be fully virtualized. This approach would be very difficult to execute, however, as it would involve extensive work in the hypervisor/kernel to emulate all possible types of counter interfaces and present the expected one to the OS running inside. From the point of view of FutureGrid, this would be ideal because it would mean that, the hard work having been done elsewhere (viz. by Intel or another VM developer), the current PAPI could run unmodified.
2. The counters could be “para-virtualized.” Para-virtualization would mean that a brand new, VM-only set of performance counters would be developed and supported. This is easy from the kernel and VM perspective, but for PAPI to handle it, we would have to write a new driver (which is not overly difficult, but would involve extra work and a new PAPI release).
We were told that someone at Intel had come up with a preliminary kernel implementation of the latter para-virtualization approach. They had posted it to the kernel-list, but had not really pursued it yet. We are continuing to look into the current status of this effort within Intel. 
[bookmark: _GoBack]It is also worth noting that, using approach 2, PAPI-V would also require changes to the linux-kernel, changes which kernel developers may initially resist and which, in any case, would not be in the mainline kernel any time soon. This could make deployment of this solution on FutureGrid more problematic.

Other Sites not reported
Center for Information Services and GWT-TUD from Technische Universtität Dresden (funding starts year 2)
Purdue University (unfunded)


