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Introduction
[bookmark: _GoBack]This report is the fifty-fifth for the project and now continues with status of each team/committee and the collaborating sites. This period included substantial SC11 preparation including demonstrations, many talks and panels, workshop organization and a major tutorial on use of Nimbus on FutureGrid requiring over 80 new accounts created on FutureGrid (44 on day of tutorial). 100+ people registered for the tutorial.  82 new people joined “tutorial project” (#150).  Of those 82 people, 76 actually uploaded their ssh keys.  Some people were there without laptops (obviously they didn't read the tutorial description) and just followed along. Everyone participating (76 people) was able to launch and use a VM via FutureGrid cloud sources in multiple ways.
Summary
Operations and Change Management Committee
NSF Annual Report and XSEDE Q3 Report completed.  Preparations for SC11 completed.  
User survey being revised for final dispatch to FutureGrid users.  Modifications to Privileged Access Policy undertaken for XSEDE testing support. New outreach and training jobs advertised and first round of interviews/letters  identified.

Software Team (includes Performance and Systems Management Teams)
Development work on PAPI-V for VMs continue as well as preparations for the Vampir SC'11 poster. Improvements were made to the portal status and FutureGrid NOC web pages. The Inca tests were verified to work for the Globus deployment on Alamo and one improvement and two minor bug fixes were made to the Inca deployment. We have started a review of the user manual and made significant changes on several sections reflecting our software developments and efforts over the last six month. We continued work on our PAPI-V component for VMware. We are prepared for SC11 demos and tutorials.
Hardware and Network Team
· A test GPU system from vendor ICC has been installed at IU for evaluation
· RHEL 6 being widely tested at IU, TACC, UC, and SDSC for deployment.
· OpenStack Cactus release was made available for general users on 17 October
· Swift test implementation is available on bravo

Training, Education and Outreach Team
Activities have focused on review of documentation on the portal, in particular the manual and new tutorials on Map/Reduce platforms, and continued efforts towards fast creation of user accounts for tutorials.

User Support Team
Documents created = 6; Documents modified = 0. Knowledgebase team met to identify ways to more aggressively mine for information and identify ways to work with partners to ensure more content production.
Site Reports
University of Virginia
No report received this period.
University of Southern California Information Sciences
USC is preparing for SC’11. USC tested TACC’s prototypical Globus installation.

University of Texas at Austin/Texas Advanced Computing Center 
Globus GRAM 5 and GridFTP ready for use on Alamo. myHadoop usage is increasing on the cluster with usage by several users

University of Chicago/Argonne National Labs
Work in this reporting period was dominated by preparation for the various SC11 activities, primarily organizing the cloud computing tutorial and workshop on experimental technologies for computer science. In addition, we put substantial work on testing, improving, and documenting of the FG account provisioning process. (needed to smoothly register the tutorial participants)

University of Florida
The UF team worked on improved ViNe management interfaces, assisted in the review and improvements of documentation on the portal, and provided support for a project that uses Grid appliances for on-demand Condor pools. Fortes chaired the operations committee, and Figueiredo chaired the TEOS team.

San Diego Supercomputer Center at University of California San Diego
UCSD refined its Inca Globus tests on Alamo, provided a prototype of a test statistics page, made a few maintenance fixes to the Inca deployment, and helped CloVR and Emory myHadoop users on FutureGrid.

University of Tennessee Knoxville
We continued work on our PAPI-V component for VMware.

Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
· The Annual Report was completed and officially submitted to NSF via Fastlane.  The XSEDE FutureGrid SP Q3 report was submitted as part of the overall Indiana University report.  FutureGrid is considered a separate “service provider” in XSEDE.
· Sample user survey results received, with recommendations for adding a few more survey questions.  Revised survey work in progress.  This survey will then be dispatched to all FutureGrid users that have an active project on file.
· New outreach and training jobs advertised and first round of interviews/letters  identified.
· The Operations Committee is working on the current Privileged Access Policy document to take into account XSEDE testing requirements (e.g. UNICORE 6; Genesis II) as well as other “special” requests for certain calibers of access to FG resources that fall outside of the current policy
· Financials.  All signed “Amendment #2” agreements have been received.

Current Spending Authorization Levels:
	
	PY2
	PY3

	NSF FUNDS REQUEST:  $2,531,250
	2,025,000 
	506,250 

	Indiana
	545,053 
	127,552 

	Chicago
	367,307 
	94,536 

	San Diego
	241,442 
	61,991 

	Florida
	198,995 
	51,130 

	USC
	200,000 
	50,000 

	Texas
	214,686 
	55,282 

	Virginia
	115,850 
	30,342 

	Tennessee
	141,667 
	35,417 
















Partner Invoice Processing To Date:
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Software Team 
Lead: Gregor von Laszewski
Administration (FG-907 - IU Gregor von Laszewski)
[bookmark: Defining_Activities_.28FG-1223_-_Gregor_]Defining Activities (FG-1223 - Gregor von Laszewski) 
26 new tasks were filed into jira, mainly related to improvements of the user manual. Gary Miksik was designated to oversee the activity that has been filed in jira with its sub-activities under FG-1111. Shava Smallen which participates also in the system administration meetings has been tasked to review the hardware section. Renato Figueriedo is currently reviewing the PaaS section. Gregor von Laszewski has reviewed the IaaS section. 

EXPERIMENT MANAGEMENT 
[bookmark: Experiment_Management_.28IU.C2.A0Gregor_]Experiment Management (ISI Jens Voeckler)
TACC and USC meet regularly about Experiment Management. We discussed our level of preparedness for the upcoming review, shown as actionable items in the following paragraphs. We are planning on a targeted face-to-face meeting during our visit to SC’11. USC and TACC finished testing a Globus deployment on alamo as part of the FG infrastructure to aide Experiment Management on HPC resources. It is now possible to use remote Globus agents to submit jobs to alamo’s HPC queue. We are contacting the remaining site administrator about Globus installation on their sites, offering the experiences from our installation. 
USC is updating its JIRA tasks, classifying them into pure Pegasus and Pegasus as part of Experiment Management. For a vanilla Pegasus installation on bare-metal resources, USC contacted all site admins to inquire about the preference for packing, installation and maintenance. 
Includes tasks: FG-412, FG-906 
[bookmark: Image_Management_.28FG-899_-_Creation.2C]Image Management (FG-899 - Creation, Repository, Provisioning) (IU Javier Diaz, Fugang Wang, Gregor von Laszewski) 
A sucsessful demo was given to several team members demonstrating the features of image generation, repository management, image staging, and image dynamic provisioning. Users able to use these features must be in a special systems group. 
Our original goal was exceeded by the fact that the base images we have can also be run on Eucalyptus and OpenStack, making a performance comparison possible between these systems and a similar image in HPC.
In addition we created an image that allows us to dynamically stage an OS with MPI and allows us susequently to run MPI applications. 
Problematic is hat Eucalyptus became unstable this week and we are no longer able to demonstrate provisioning on the Eucalyptus platform as it is down. 
[bookmark: Accounting_for_HPC_.28FG-1081_-_IU.C2.A0]Accounting for HPC (FG-1081 - IU Andrew Younge, Gregor von Laszewski)
Over the last couple of month considerable time was taken to investigate the ideal mechanism for this base framework for accounting and quick user management. Eventually, the Gold software from PNL and adopted by Adaptive Computing was chosen. Its known integration with cluster tools, its extensibility through a command line interface & XMLRPC API, its ability for user and project debiting and crediting, and a abstract framework that mapped well to IaaS deployments. Gold was deployed in a production-oriented mode on a VM within the Futuregrid infrastructure. From there, the HPC integration was tested with Moab. A secure configuration was found that sent encrypted data to gold and tested, however this was soon disabled. While Gold can auto-create user accounts and machines, the Moab enforcement policy will cancel jobs if a proper group is not found. That database has since been cleared on Gold and the HPC configuration is still available but disabled. This can be reactivated and integrated as soon as Gold users and projects are integrated into the entire FutureGrid system. The main challenge, as identified before, is user and project addition into Gold. While we can auto/add users, this isn't ideal and a more integral solution is needed. The projects need to be added into Gold in order to properly start accounting as well, but this is obvious as we want to account for both users and projects. 
As users must be created by a script to get access to the HPC services, it will be the right thing to add group management and Gold account management into this script. The portal group has completed some while ago a script that returns project memberships of users. This script can be used to create appropriate Unix groups in accordance with project membership. Group propagation to HPC accounts is an ongoing activity conducted by the systems group as part of the fast account creation activity. 
Geoffrey Fox identified that Andrew Younge will be working on the completion of this project. 
[bookmark: Accounting_for_Clouds_.28FG-1301_-_IU_Hy]Accounting for Clouds (FG-1301 - IU Hyungro Lee) 
Project-based Diablo billing data has been collected on Gold accounting manager and simulation scripts/instructions for that will be provided for a validating purpose.  
During the last week, rates of resource utilization of eucalyptus and nimbus for a year were analyzed. It was based on Shava's mongodb database records. Apart from that, Sharif and Greg decided to collect log dump files to let me enhance statistic data of resource usage. We would be able to produce more meaningful and rich analysis from the backup since November 2011.
FG SUPPORT SOFTWARE AND FG CLOUD SERVICES
[bookmark: Nimbus_.28FG-842_-_John_Bresnahan.29]Nimbus (FG-842 - John Bresnahan) 
The Nimbus group has reported the following activities over the last two weeks: 
· created scripts to verify the account status of users
· created account creation document
· supported some of the 99 attendees with account creation
· SC preparation
· created slides for demonstration on euca2ools
· created slides for on click clusters
· verified load limits of hotel (found gpfs failures which required intervention)
· tested SC tutorial exercises at scale
· iterated on account creation process with other FG team members
· iterated with SC staff on tutorial logistics and status
· supported some of the 99 attendees with account creation
· broke down and delegated SC tutorial responsibilites
· various other SC related tasks 
[bookmark: Eucalyptus_.28FG-1202_-_reported_by_Gary]Eucalyptus (FG-1202 - reported by Gary Miksik) 
Networking issues are prohibiting proper use of Eucalyptus on FutureGrid. We are working together with the Eucalyptus development team to debug and overcome this problem. For the time being, the FG team recommends that you use Nimbus services. 
[bookmark: OpenStack_.28-_IU_FG-1203_-_IU_reported_]OpenStack (- IU FG-1203 - IU reported by Sharif Islam) 
Swift was installed the newly configured BRAVO (without RAID). A manual page was provided at 
https://portal.futuregrid.org/tutorials/swift 
The speed is same as before but problems with large files were resolved. We tested 10,20,30,50,and 200GB files -- both upload and download. Additional testing is ongoing. 
[bookmark: Inca_.28FG-877_-_Shava.2C_UCSD.29]Inca (FG-877 – Shava Smallen, UCSD) 
During the past few weeks, we verified that our Inca Globus tests passed on Alamo.  These tests include 1) a host certificate check that runs once a day to verify it has at least 14 days left, 2) checks that the CRLs on the login node and grid node are valid once a day, 3) telnet tests from inca.futuregrid.org that run every hour to verify both the GRAM and GridFTP servers are responding, 4) a GRAM ping test that runs every 2 hours, 5) tests that verifies a job is successfully submitted and run through both the fork and batch schedulers every four hours, and 6) a small file transfer test every two hours.  Also, a prototype page was created to provide a more readable description of the Inca test configuration for inclusion in the FutureGrid quarterly reports; data is also exportable as a CSV file so it can be more easily incorporated into a report.  A bug fix was also made to the Inca provisioning test for Eucalyptus so that a user key is properly generated and cleaned up for each test in order to verify a VM is SSH-accessible. Also a small bug fix was made to the fetch outages script to recognize when all outages are completed so that Inca knows to start sending failure notifications again.  The Inca myHadoop reporter was also improved to verify the nodes it acquired are empty of previously run Hadoop jobs, a common cause for myHadoop job run failures on FutureGrid; this will help determine whether jobs are being cleaned up after they expire. The Inca FutureGrid Jira sub tasks that were worked on are FG-1258, FG-1215, and FG-869. 
[bookmark: Unicore_.28FG-927.29.2C_Genesis_.28FG-93]Unicore (FG-927), Genesis (FG-933), ... (Andrew Grimshaw UV) 
No report was provided to the software team. 
[bookmark: ViNe:_.28FG-140_-_UF_Renato.2FMauricio.2]ViNe: (FG-140 - UF) 
UF team worked on refactoring the ViNe management server code – specifically restructure the database (MySQL) that holds information about ViNe router instances, available overlay routes, and hosts participating in overlays. This work was needed to enable ViNe management system to use the full potential of ViNe overlay routing infrastructure. The updated ViNe software is under testing and bug fixing process. A stable system will be deployed on FG and documentation in the form of manual entries and tutorials will be added to the FG portal.
[bookmark: Virtual_Appliance:_.28FG-171_-_UF_Renato]Virtual Appliance: (FG-171 - UF) 
No written report was provided to the software team. 

WEB SITE AND SUPPORT
[bookmark: Portal.C2.A0and_Web_Site_.28FG-1179_-_IU]Portal and Web Site (FG-1179 - IU Fugang Wang, Gregor von Laszewski, Matthew Hanlon TACC)  
Bi-weekly Report to NSF: No major new feature development work during the last two weeks. However we have done various improving, supporting activities as the following: 
· Completed a new front page design and deployed it. The new front page emphasis activities and service offerings provided by FG, in additions to the general FG info from the old home page. 
· Fixed a bug related to the sshkey upload functionality, which prevented users to remove all their keys from the portal. 
· Added user statistics based on their institutional country. 
· Added a new tab in the project view that lists all project members and their contact email. This provides a convenient means for admins to contact all members of a project. 
· Worked on improving various manual pages. 
[bookmark: KnowledgeBase.C2.A0_.28FG-1222_-_Jonatha]KnowledgeBase  (FG-1222 - Jonathan Bolte IU) 
A small discussion with Jonathan Bolte took place in the meeting in which we encouraged integration of KB features into the portal. In addition we attempted to also deploy the previous IUKB drupal module, however we were not successful due to permission restrictions of the software team members in the development and production servers. However, we brought forward to the operations committee the proposal to give the developers the needed access. Till this is not been implemented we can not activate the IUKB drupal module. 
The software architect emphasized that a successful integration with IUKB must consider the FG requirements of 
· a) frequent updates to technical content 
· b) all information must have on the top a link to where the information is found in the manual. 
· c) If an entry is found in the IUKB that does not point to information in the manual or is not available in the manual, a manual page must be created first 
· d) the acknowledgement section must be small and in a different font and possibly color form the text that is representing the real information. 
· e) the drupal module must be able to parse out the acknowledgement section as it is already available on every single page in the portal. 
PERFORMANCE (UCSD Shava) 
[bookmark: Performance_Group_.28UCSD:.C2.A0Shava.29]Performance Group (UCSD: Shava Smallen) 
[bookmark: Vampir_.28FG-955_-_Thomas_Williams.29]Vampir (FG-955 - Thomas Williams, UDresden) 
Bi-weekly Report to NSF:  During the past few weeks, Vampir analysis work continued for a IU molecular dynamics code in preparation for the Vampir SC'11 electronic poster "Performance-Studies of a Molecular Dynamics Code". 
[bookmark: PAPI_.28FG-957_-_Piotr_Luszczek_.28UTK.2]PAPI (FG-957 - Piotr Luszczek (UTK)) 
[bookmark: perfSonar_.28FG-1094_-_Shava_Smallen_SDS]Work continued on the PAPI-V component for VMware, which is the first virtualization environment we’re targeting. In the past few weeks, support for multiple VM sessions has been added, so that a new virtual machine can be launched and monitored, while PAPI continues to monitor prior sessions, already running. We also implemented extensive error checking for all VMware library calls, insuring that these calls return the proper statuses on failure. While this has been tested using the PAPI command line, we plan to test it in other code for sequential calling as well. All “reads” by the VMware Guest CPU status calling library have been added to the component at this time; reads for guest memory are next in line to be added. It is also worth noting that, in order to support a broader base of virtual environments, we plan to soon begin looking into how to adapt this PAPI-V component for other Hypervisors, such as Xen and KVM. Finally, we are looking into testing the existing PAPI version from within a RedHat 6 Client on top of FutureGrid virtual hosts. This will help us document what counters are available, and will hopefully provide another place to think about deploying a similar virtual cpu component using PAPI-V.
perfSonar (FG-1094 - Shava Smallen SDSC) 
During the past few weeks, we contacted a few of the networking-oriented FutureGrid project users to get feedback on how they might use perfSONAR data and are waiting to hear back from them.  The perfSONAR data page was also added to the http://noc.futuregrid.org website, which was then added to replace networking links on the http://portal.futuregrid.org/status page. 
MISC 
[bookmark: Outreach_.28ALL.29:]Outreach:
[bookmark: SC11_Demos_.28FG-92_-_Gregor_von_Laszews]SC11 Demos (FG-92 - Gregor von Laszewski)
At the SC11 conference we will hold demos fro IU on dynamic provisioning and from SDSC about big data. 
[bookmark: SC11_Account_vetting_and_creation_for_tu]SC11 Account vetting and creation for tutorials (FG-1207, FG-1206 Gregor von Laszewski, Greg Pike)
Greg Pike and Mathew Hanlon confirmed that the scripts and software developed for the SC11 tutorial will be able to have accounts approved within 30 minutes.

Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
Compute & Storage Systems
· IU Data Capacitor Storage
· A proposal is in progress to refresh the Data Capacitor hardware and expand the available storage. As part of this plan we will explore increasing the network capacity between FutureGrid systems at IU and the Data Capacitor. Increasing this connection requires an upgrade to IU’s core research network hardware that is also part of the same proposal. Additional 10 Gb line cards will be required as well as additional edge switches.
· IU iDataPlex (india)
· RHEL6 testing on 4 nodes is progressing well with no user issues yet.
· Openstack was released to general users on 17 October.  Initial results are positive.
· System operational for production HPC and Eucalyptus users.
· IU Cray (xray)
· No issues during this period.
· System operational for production HPC users
· IU HP (Bravo)
· Bravo is a cluster of 16 large-memory (192GB) nodes each with large local storage (12TB) and has been released to general users.
· The InfiniBand performance is slightly better after manually tuning drivers.  Still at half expected bandwidth.
· SDSC iDataPlex (sierra)
· System operational for production Eucalyptus, Nimbus, and HPC users.
· UC iDataPlex (hotel)
· Deployment plan for Genesis II in progress, waiting on finalized privileged access policy.
· Firmware updates are still required for the Nimbus nodes.
· RHEL6 is in initial testing.
· System operational for production Nimbus and HPC users.
· UF iDataPlex (foxtrot)
· No issues during this period.
· System operational for production Nimbus users.
· Dell system at TACC (alamo)
· Apps and firewall rules are being examined to match with other sites.
· Planning for RHEL6 or CentOS upgrade, cluster management upgrade will be required as well.
· System operational for production Nimbus and HPC users.

Training, Education and Outreach Team
Lead: Renato Figueiredo

Activities have focused on review of documentation on the portal, in particular the manual and new tutorials on Map/Reduce platforms, and continued efforts towards fast creation of user accounts for tutorials. 
The TEOS team, following an effort initiated by Gregor von Laszewski, assisted in reviewing and editing documentation on the FutureGrid portal, including a new section on virtual appliances for the FG manual (Renato Figueiredo), new tutorials on SalsaHadoop and Twister (Stephen Wu), updates to pages describing Map/Reduce platforms on FG, and removal of pages with redundant content, among others. The team also provided suggestions on the new portal front page, and has continued to provide guidance on how to best integrate the new material with existing pages. 
TEOS team members have continued to interact with a contributor developing material for a cloud computing course https://portal.futuregrid.org/contrib/cloud-computing-class ; as the contributed content continues to grow with new presentations describing tools that may be of general interest to users (such as the HybridFox front-end for interacting with Eucalyptus clouds), the team will begin to evaluate approaches to best leverage community-contributed content.

User Support Team
Lead: Jonathan Bolte, Chuck Aikman

Documents created = 6; Documents modified = 0. FutureGrid Knowledgebase team met to identify ways to more aggressively mine for information and identify ways to work with partners to ensure more content production.

Tickets
Lead: Greg Pike

44 tickets created
32 tickets resolved

Currently:
53 tickets total
13 new tickets
38 open tickets
2 stalled ticket
7 unowned tickets

Site Reports
University of Virginia
Lead: Andrew Grimshaw
No report was received this period.

University of Southern California Information Sciences
Lead: Ewa Deelman
USC continued to participate in the conference calls for FG TEOS, FG SW, FG Performance, and FG AHM.
TACC and USC meet regularly about Experiment Management. For example, we discussed our level of preparedness for the upcoming review, shown as actionable items in the following paragraphs. We are planning on a targeted face-to-face meeting during our visit to SC’11. 
USC and TACC finished testing a Globus deployment on alamo as part of the FG infrastructure to aide Experiment Management on HPC resources. It is now possible to use remote Globus agents to submit jobs to alamo’s HPC queue. We are contacting the remaining site administrator about Globus installation on their sites, offering the experiences from our installation. 
USC is updating its JIRA tasks, classifying them into pure Pegasus and Pegasus as part of Experiment Management. For a vanilla Pegasus installation on bare-metal resources, USC contacted all site admins to inquire about the preference for packing, installation and maintenance. 
USC contributed to the FG SW team’s yearly report.
USC is preparing an invited short presentation for the SC’11 workshop Support for Experimental Computer Science Workshop.
University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Highlights:
· Globus GRAM 5 and GridFTP ready for use on Alamo.
Dell cluster:
· myHadoop usage is increasing on the cluster with usage by several users
· Installed new host certificate on the Nimbus server.
· Created cron jobs to update certificate revocation lists.
· Expired CRLs have been causing Globus failures.
· These failures are still occurring now and then so the cron jobs aren’t quite right yet.
Experiment harness:
· Continued discussions with ISI about overall experiment management.
· Discussed installing Pegasus on Alamo in the near future.
· Started preparing a presentation on interactive experiment management to be made at the Experimental Computer Science workshop at the SC’11 conference.
FutureGrid user portal:
· Updated the user information page to clarify which projects the user is a member of and the user’s role in those projects.
· Updated portal theme to have the footer in a footer block
User support:
· Continued discussions with a user about creating virtual MPI clusters for their FutureGrid project
· Provided Nimbus configuration file so that they can use Nimbus on Alamo
· Worked on configuring a Nimbus virtual cluster with Torque and MPI that they and other users can use
Other:
· Planning meetings with various FutureGrid collaborators at the SC conference.

University of Chicago/Argonne National Labs
Lead: Kate Keahey
Our work in this reporting period was dominated by preparation for the various SC11 activities, primarily organizing the cloud computing tutorial and workshop on experimental technologies for computer science. In addition, we put substantial work on testing, improving, and documenting of the FG account provisioning process. Our detailed activities are described below. 

SC11 preparation
· created slides for demonstration on euca2ools
· created slides for on click clusters
· verified load limits of hotel (found gpfs failures which required intervention)
· tested SC tutorial exercises at scale
· iterated on account creation process with other FG team members
· iterated with SC staff on tutorial logistics and status
· supported some of the ~100 attendees with account creation
· broke down and delegated SC tutorial responsibilites
· various other SC related tasks, including travel and logistics

· preparation of the final schedule of the SC workshop on experimental computer science
· prepare final schedule and collect talk abstracts
· created scripts to verify the account status of users
· created account creation document

Hotel work
· Worked to streamline the make_homes script; it now runs, on average, in about 10s instead of 2-4mins. 
· Shut down and brought back up the machine after the power outage. 
· Performed monthly maintenance. 
· Enacted new, stricter security measures that came out of the CI compromise (tighter OTP requirements, firewalls on every machine with a default rule of deny, denyhosts on every machine, better logging and alerts of improper attempts).

University of Florida
Lead: Jose Fortes
The UF team worked on improved ViNe management interfaces, assisted in the review and improvements of documentation on the portal, and provided support for a project that uses Grid appliances for on-demand Condor pools. Fortes chaired the operations committee, and Figueiredo chaired the TEOS team.
The UF team worked on refactoring the ViNe management server code – specifically to restructure the database (MySQL) that holds information about ViNe router instances, available overlay routes, and hosts participating in overlays. This work was needed to enable ViNe management system to use the full potential of ViNe overlay routing infrastructure. This version of the ViNe software is under testing and bug fixing process. A stable system will be deployed on FG and documentation in the form of manuals and tutorials will be added to the FG portal
The UF team contributed with reviewing and editorial activities to improve various tutorials and manual pages in the FutureGrid portal. UF has continued to provide support for a project that uses Grid appliances for on-demand Condor pools; the project needs a static virtual IP address for one of their servers. Efforts have continued in the porting of the educational Grid appliance to run on OpenStack. 
San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen
In the past few weeks, UCSD worked on refining the Inca Globus tests on Alamo and provided a prototype of a Inca test statistics page to Gary Miksik for inclusion in future quarterly reports.  One test improvement and two bug fixes were also made to the Inca deployment.  All activities are described further in the software section of this report.  In response to a contact made at the SACNAS conference last month, UCSD is also working to help the CloVR developer deploy its bioinformations VM to Nimbus on FutureGrid as well as provided support to the Emory myHadoop users.  UCSD also continues to lead the performance group activities and led a group call on November 2nd.  
University of Tennessee Knoxville
Lead: Jack Dongarra

Work continued on the PAPI-V component for VMware, which is the first virtualization environment we’re targeting. In the past few weeks, support for multiple VM sessions has been added, so that a new virtual machine can be launched and monitored, while PAPI continues to monitor prior sessions, already running. We also implemented extensive error checking for all VMware library calls, insuring that these calls return the proper statuses on failure. While this has been tested using the PAPI command line, we plan to test it in other code for sequential calling as well. All “reads” by the VMware Guest CPU status calling library have been added to the component at this time; reads for guest memory are next in line to be added. It is also worth noting that, in order to support a broader base of virtual environments, we plan to soon begin looking into how to adapt this PAPI-V component for other Hypervisors, such as Xen and KVM. Finally, we are looking into testing the existing PAPI version from within a RedHat 6 Client on top of FutureGrid virtual hosts. This will help us document what counters are available, and will hopefully provide another place to think about deploying a similar virtual cpu component using PAPI-V.
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