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1. Overview - including:

A. 
Description & Goals


This portal serves two functions: 

(1) to provide a convenient web interface for submitting and checking the status of batch jobs on a set of geographically distributed clusters, and for moving data files among the sites and a silo; and

(2)
to evaluate the use of java servlets, xml, and other software technologies for grid services

B. 
Services provided

· batch queue listing

· submit / delete batch jobs


Soon:

· stage file to / from silo

· transfer files among distributed sites

C. 
Systems/Sites/User Served


Now: Jefferson Lab (two clusters)


Soon: MIT / Laboratory for Nuclear Science

D. 
Status


Prototype system operational against small production clusters.

E.
Other

2. Architecture

A. Define Grid software/services that the GCE currently depends upon and relationship to GF Working Group.


The current prototype uses Apache + Tomcat servlet engine + OpenSSL as its infrastructure.

B. 
Define Grid software/services that the GCE plans to make use of


In the near future (as part of adding a data grid to the batch interface), bbftp (a parallel ftp from the Babar experiment) will be integrated, and later gridftp, as file transfer agents.

C. 
Define Grid software/services that are needed by the GCE but are not supported by the Grid


Pieces still to be integrated or designed include file transfer queueing and a WAN batch scheduler (which is expected to be a simple extension of existing components above PBS).


Also desired are standards for XML descriptions of batch jobs, files and file transfers, etc.

D. Define software/services used/needed by the GCE that are outside the scope the Grid

E. Other

              A diagram is highly recommended

3. Implementation

A. Commodity technologies/software used (e.g., EJB, JMS, JINI, Perl, XML, databases...)

Java servlets, JSP, XML, JDBC (w/ mySQL for now), OpenSSL (digital certificates)

B. Proprietary technologies/software developed that can be shared with others

Eventually, all software developed under this project and related Jefferson Lab data management projects (java based disk cache manager, silo control software) will be shareable.

C. Other

4. Supported Grid Services

A. Security

OpenSSL, X509 for authentication

B. Information services

Batch status

C. Scheduling

Batch: OpenPBS

D. Data transfer

Soon: bbftp

F. Additional Grid services

Soon: queued file transfers

G. Other

5. Project Status and Future Plans


Active development.
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