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1. Overview - including:

A. Description & Goals

Ecce is a domain-encompassing problem solving environment for computational chemistry.  It is composed of a suite of distributed client/server UNIX-based X Window System applications seamlessly integrated together.  The resulting environment includes tools to assist the user with many tasks, including management of projects and calculations, construction of complex molecules and basis sets, generation of input decks, distributed execution of computational models, real-time monitoring, and post-run analysis. 

B. Services provided

· Authentication (GRID and non-GRID)

· Job submission (GRID and non-GRID)

· File transfer

· Meta-scheduling

· Job monitoring

· Real-time data monitoring

· Task Input parameter setup

· Persistency of metadata for task setup and execution

C. Systems/Sites/User Served

Environmental and Molecular Sciences Laboratory (PNNL)

Royal Institute of Technology (Sweden)

University and Laboratory Chemistry Researchers

D. 
Status


Ecce has been operational since 1997.  As a component of the Molecular Sciences Software Suite (MS3) developed at Pacific Northwest National Laboratory, it won and R&D Magazine R&D 100 Award in 1999 and a Federal Laboratory Consortium Award for Excellence in Technology Transfer in 2000.

E.
Other

2. Architecture

A. Define Grid software/services that the GCE currently depends upon and relationship to GF Working Group

· Internally developed Information Services (GIS)

· SSH and GSI

B. Define Grid software/services that the GCE plans to make use of

· GSI

· Other Meta schedulers

· File staging

· Archive systems

C. Define Grid software/services that are needed by the GCE but are not supported by the Grid

· Event services

D. Define software/services used/needed by the GCE that are outside the scope the Grid

· Persistence mechanism for workflow management and tracking

· Domain-specific setup and analysis tools

E. Other

3. Implementation

A. Commodity technologies/software used (e.g., EJB, JMS, JINI, Perl, XML, databases...)

WebDAV, Apache, XML, Perl, tooltalk, Python, Amulet, SOAP

B. 
Proprietary technologies/software developed that can be shared with others

· SOAP-based access to information services

· Workflow persistence mechanism based on WebDAV

A. 
Other

4. Supported Grid Services

A. Security

GSI enabled SSH.  Also login/password SSH for non-GRID use.

B. Information services

LDAP and file based information services for software and compute resources

C. Scheduling

Silver meta-scheduler

D. Data Transfer

Scp, ftp, http

F. Additional Grid services

G. Other

5. Project Status and Future Plans

A beta release of version 2.0 is scheduled for March 2001.  Version 2.0 replaces the previous underlying data management system (an Object Oriented DataBase) with a WebDAV-based solution.  This will allow Ecce to take advantage of web services and will greatly reduce maintenance and deployment costs.

We are also currently adding functionality for molecular dynamics to support both biological and materials research.  Because these fields are both are demanding of both computational and data storage systems, we plan to make greater use of GRID service such as archival and data staging.

We plan on porting client applications to LINUX to reduce client costs while retaining the necessary high performance clients.

We also plan on defining a richer task-based data model and focusing on adding domain-specific features for input setup and analysis.
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