The UNICORE  Work Flow Model

Dietmar Erwin

Unicore is not globus –

But will interoperate with globus

· Unicore architecture

UNICoR

Uniform interface to computing resources

· seamless

· secure

· intuitive

access to distributed german hpc resources in a production environment

typical three tier architecture – client, server, target system

Unicore Client:

Unicore client assists in creating, manipulating, and managing

· complex, interdependent

· multsystem jobs

· multisite jobs

· synchronization of the jobs

· movement of data between systems

java gui – view hpc resources at hpc sites – can create network of jobs graphically –

data transfers either implit or explicit

unicore server

· client creates an abstract job object (ajo) represented as serialized java object or in xml

· the server (NJS) performs

· incarnation of the ajo into target system specific actions

· real batch jobs

· file transfers

· synchronizes actions (work flow)

The server also performs

· transfers of jobs and data between

· user workstation

· target systems

· other sites

· monitoring of status

each unicore site has unicore server – has a gateway – these control the target systems. 

If a job requires multiple sites…

Workflow

· unicore work flow can be modeled by a directed acylic graph (DAG)

· a unicore job consists of a set of DAGS

· successors are executed iff all predecessors complete successfully

users ask for

· conditional execution

· repeated execution

if then else – added to workflow –

can specify condition to be tested at completion of the job…

other things – user can request rough time of day to run job – eg overnight rather than through the day

workflow implementation

· part of unicore object hierarchy

· abstract action: parent class of all unicore actions

· action group: container for unicore actions

· abstractJob: actiongrroup which can be run remotely

· repeatGroup: actions in a loop

· abstractTask…

Subclasses of done

· successful

· not_successful

· never_run

· never_taken

this all can be rendered in a graph –

Mary: how do we manage this –

Communication is via a protocol and network job supervisor –

Synchronous – looking at asynchronous

looping constructs

summary

the workflow constructs in unicor allow:

· automating complex multisite jobs

unicore – open source – at http://www.unicore.org
dowload for sw and sources under community license (like Suns’ community license).

http://www.fz-jeulich.de/unicore-test to try out the system.

Thomasz: this runs in batch mode –

Yes – but subsequent jobs will run immediately 

ICASE at Nasa Langley

Thomas Eidson

Modern scientific programming features

· composite applications

· non trivial collection of element applications

· including large, data parallel element apps

· task parallel execution with message passing and event schedules

· computing environment

· users

a new project: nautilus framework – building blocks

· Large app working environment (nasa sbir)

· Self adaptive numerical sw (SANS) and netwolve

· CCA

· Globus

· Relevant grid forum specs

· Relevant web standards (soap, xml)

SANS features (Vicktor Eijhout)

· problem: communication gap between numerical terminology and app terminology

· numerics: matrix properties

· app: PDE, discrtization

· research: bridge gap by intelligent agent in self-adaptive system

· approach – use behavioural metadata

programming concepts –

have tasks as components –

extend the ideas to fully describe the application –

each programming component has metadata which says what is needed –

once this is handled, then need to specify workflow

platform – represented as site object…

modular grid programming

programming component

a programming component is an abstraction representing a well defined entity alon gwith metadata that follows fthe following property

· identity

· interface

· state

· relationships

· behavior

can have filters provided by user or by framework

workflow – text style –

either discover an instance – all coded asynchronously

host program – 

finally a slide on the CCA model

user codes to a port definition.

Can take app and plug into different frameworks –

Mary Question: participate in advanced programming model group –

Talked about this on and off –

Extend a single rpc to a sequence of activities

Thomas thinks this is a subset –

Prototype Workflow Manager

Keith Jackson for Chuck McParland

Organization

· motivation

· design

· implementation

· issues

· status

motivation

· large, persistent computational effor – need workflow management tools (supernova sky survey scientists)

· script based control programs – maintenance problems for their implementers – unpenetrable for 2nd generation maintainers

· lengthy research efforts will require training of 2 or more generations of students and post docs – clarity and documentation of computational tasks are important…

· need for collaborative control of operational aspects of complex computational efforts

· as collaborations become more distributed, operational aspects of analysis and simulation efforts must do otherwise

· 24x7 data analysis operations require contributed effort from multiple time zones and locations

(error checking – need almost autonomic monitoring of errors…)

design

· should provide persistent high level view of major computing task

· expose task state information and have control interfaces

· allow single view/control that span multiple grid domains

· therefore – base design on web services

· loosely based on ibms wsfl descripgion

· few real stds from which to choose – wsfl published

· wsfl offers web service centri model

· includes hierarchacl workflow compositions

· workflow model is xml descrip of user defined activiyties

· all user-defined work flow expressed as instances of web services and assocd wsdl

implementation

· xml based workflows and requird wsdl in model repository

· persistent java-based workflow mgr instantiates instance of …

workflow manager – instantiates workflow  instances…

persistence – provided by xml descrip of baseline workflow instance plus accum logged state changes

graphical view of current workflow

· working with condor group to integrate condor DAG submissions as single workflow activity

· allow use of existing, well understood dag sequences

· single control component

Issues

· wsfl provides sequencing based on each service returning standard responses

· semantics of mapping user job submissions onto web services

· need transaction support.

· Grid submission and execution typically muliple steps – submit, poll or wait for completion, poll for completion

· If individual web services, do we expose or hide this

· Wsfl workflow description syntax far too complex for most users

· Needs simplification or graphical design tool

· Would like pre execution verification

Status

· core workflow engine functional

· web based user control and status interfaces

· interim grid job submission using java Cog

cpmcparland@lbl.gov
http://www-itg.lbl.gov
Geoffrey: why not use python

Bind application metadata to python, then have a workflow engine

Gregor – 

Gregor

GSFL

Grid services flow language

Java cog kit team of the globus project

Sriram Krishnan, Patrick 

Outline

· mini review of related projects

· gsfl

· overview

· schema

· service composition

· peer model

· life cycle model

· implementation

· working paper will be available at

· http://www.cogkits.org
· www.globus.org/cog
grid services flow language

· workflow for grid services

· presenting an agglovmeration of grid services to create another grid service

· enabling recursive composition

· ability to export certain activities which would trigger a chain of other activities

· enabling peer-to-peer and decentralized data between grid services

· manage complicated life cycle for the workflow

existing technologies

· web services flow language (wsfl)

· allows recursive composition of web services

· workflow engine mediates at every steop would be a bottleneck

· no peer to peer data transfer between services

· lifecylcle mgt is to simplistic

· lots of good features

· no implementation

so have workflow engine – mediating every step of the way 

· XLANG

· Extension to wsdl

· Web services conversation

· XCAT

· Condor

· workflow desciprtions within ogsa framework

· created schema that contains all necessary ?

service composition

· export model

· list of activities to be exported as operating in the workflow

· each exported activity has control and data links.

· Notification

· Set of notifcation links between services for peer-to-peer data transfer

Control link versus ntofication link –

Control – necessary for establishing workflow

Notification – part of ogsa – 

Once formulate such a system – imagine workflow coordinator which manages tasks – service one executes, and then triggers #2, 

Lifecycle model

· contains service and activity lifecycles

· service lifecyele

· built on top of ogsa provided lifecycle mechanisms

· ordering of services as DAG

Implementation

· technologies used

client > servlet hosting > ogsa web app> gsfl

future work

· work in progress – keep reviewing

· processing exceptions

· constructs such as for/switch

· integration of a graphical workflow

· community feedback.

Geoffrey: is wsfl stable? Gregor: don’t know – not much has happened since announced a while ago.

Satoshi – see two documents – one is a survey, then a gsfl spec.

Gregor: at the very first step to lead to a specification –

We need to be adaptive to changes in ogsa as well

Piyush Mehrotra

NASA Ames

Grid Jobs: metadata and management

· projects

· arcade

· cradle

· ilab

· discussion

arcade

Icase and Old Dominion

This project is almost defunct

Precursor to some of the things discussed rprviously

· framework for design and execution of multidisciplinary apps in dist env

· 3 tier architecture

· visual interface and monitoring heterogeneous

· app spec based on 

· modules

· normal module

· hierarchical modules

· control structure modules

· parallel module

· data dependencies between the modules

· output from one fed to another

visual spec issues

· mixing data and control flow dependencies causes problems

· only data dependencies allowed at any level

· hierarchical modules used for control dependency

execution controller

· manages execution of app

· launches jobs based control and data dependencies

· proviging status information to suer interface

· fault management of jobs

NASA Ames: CRADLE

Focused more on metadata

Infrastructure for semiautomatic generation of workflows

Scenario: user poses query

· given inputs a, b,c, how do I find out solution X

· workflow generator – uses a tool repository to generate a solution path – querying the user for choices and additional input when necessary

· focus of project: mechanisms for describing the signatures of tools..

tool descriptors

· registry and discovery of tools is based on tool descriptors

· characterists

· name

· descrip

· fidelity

· architectures

· where installed

single example –

ansysthermal tools – showed an interface for ansys – so can figure out some of what you can get out of the code.

Semantics important here, not just sntax

ILAB

NASA Ames –

Parametric space study tool.

Want to run multiple copies of the tool –

Like zenturio code, but doesn’t go into code.

Multi-d space of jobs to be run…

Generates perl scripts to handle all of the jobs

Experiment creation for ilab

1) specifies names for experiment, remote superdirectory, and remote machines

2) specify input files

3) etc

generates metadata…

1) generates parameterized input files

2) generates shcll scripts

a. local scripts (controller script)

b. remote scripts

3) submits local script

4) local scrip

5) selects targe

6) migrates an dsubmits remote jobs

7) remote scripts (

Piyush – gce perspective

Start with one survey of what people are currently working on 

Grid job metadata required

· dependenceies

· composition validation

· execution/deployment mgt

· scheduling

· performance optimization

· Qos activites

Further steps –

How about a survey paper – best practices --?

· app metadata requirements

· approaches to orkflow spec

· runtime mgt of workflow

· functionalities of workflow enene

target date: oct 2002 ggf6

not sure if this is a research group or working group topic.

Geoffrey – what we call app metadata is really job metadata (old job control language)

Suggest that not huge differences between app metadata in application group and here –

Mary: how about another template for community practices – ended up publishing a full journal on this last time –

Apps group – agreed to do this too –

