GCE Research Group

GGF 5

Session one –connected to session 2

· introduction, summary of recent activities

· grid jobs: metadata and mgt presentations

session two

· presentations continued

· discussion about presentations and gces

session three

· directions for next year, ggf6 and charter update

we’ve had a real tight focus on web services and interoperable issues –

keep in mind we are a research groups – as opposed to working group which sets standards.  Research groups are more open-ended, don’t set standards – 

for our group, schemas are not standards, but are for research processes

Activity since ggf4

· workshop in Bloomington, IN

· held telecons after that to discuss schemas, metadata, etc

documents

· special edition of c&C: P&E nearly ready

workshop

· 25 people

· 7 sessions

· web services presentations

· technology update presentations

· testbed schema design discussions

these are projects in which people are actually using web services –

need to consider interoperable ogsa based services –

and an overview of the ogsa workshop in may –

discussed some core portal technologies (jetspeed, portlets)

application metadata – including workflow

and finally testbed activities

conclusions:

web services being used by a few projects, still want to test interoperab ility

plans for ggf5

· hold combined session on jobs, workflow, metadata and relationship to gce, no bogs or wgs

· agree to do something to sco2

· gce scotch gof

· develop next direction based on ogsa

· REVISE CHARTER

· GCE Web Services Testbed

· Develop web services and the schedule needed for testbed

· Allay concerns of steering committee –as we are a research group really

GCE sessions 1&2

Thomasz Haupt

GCE Sessions on Application metadata and workflow management

· session I

· part I: metadata required for specifying complex grid apps

· Thomas Haupt, Geoffrey Fox, 

· session II

· part II: charactersitcs for workflow

· Keith Jackson, Gregor von Laszewski, Piyush Mehrotra

· Part III

· Issues

Application metadata IO ports and workflow specification

What is application metadata (AMD)

· AMD describes apps to be run within grid env (understood as a utility)

· What do I expect to be done out there

· Analogy: phone grid

· Eg if you dial (number) be connected to voice mail

· Don’t care about intermediate steps

· Care about functionality

· Computing: much more complex – a number is not sufficient

Assumptions

· each application component is difficult to install, configure, run

· multistep processes, it may include extras such as assimilation of observational data

· there are many users with different foci

· developers, integrators operators, analysts, customers, managers

submitting a task: in general a very tedious process

at the bottom: java CoG plus myProxy (or equivalent)

this is well defined interface on how to talk to the grid

above this – rsl plus scripts

but, where are the executables, what are their switches, arguments, input files, formats, parameters

are the data available, preprocessed – are the preconditions satisified.

It is very difficult to have others run your application…

Use application metadata to assist, here.

Next – show all of the steps for manual submission and map into metadata driven submission – at client, gce middleware and grid levels…

Start at abstract step – pure metadata about application – what should be done to run the application –

Next configure the application – choose parameters, target machine –

Then get it to ready state – 

Submit it – create instance of application

Finally application completes – later on can return to finished app to see how computed result, etc.

Application metadata tree – start with generic application data

Combine with target machines – come up with instances of ready applications –

Finally have instances of active or ghost components…

Example implementations (Mississippi portal)

Could also use this in OGSA –

By passing xml files 

IO ports – each application has to define inputs and output – input and output ports – which describ einput and output files –

Embedded specification:

· identificator

· file metadata

· contents

· format

· logical name (in catalog or actual location)

can now implement how to get two apps to talk with each other…

workflow in this sense is a bit of a data flow – data flowing between applications…

to conclude

need to work on three specificiations

one – 

AMD – application metadata (how code runs on the system)

Workflow spec

I/o port specification

Q: how to you deal with persistence of files --?

What is left over, etc..

Enapsulate as metadata – keep in database

Have a whole tree of Enterprise Java Beans which keep track of these…

Geoffrey Fox

Application web service toolkit

Allow users to add new applications

Gcf, marlon pierce, …

Application portal architecture

· systems like unicor, gpdk, gridport (hotpage, … provide grid or gce shell interfaces to users (user portals)

· run a job, find status, manipulate files

· basic unix shell-like capabilities

· app portals (problem solving environments – often built on top of shell portals but can be confusing

· suggest app portal ws and shell portal ws – to simplify…

model for application web services –

in your pse, have an abstract/factory – push these through the user portal to instantiate applications – put them onto the computer web services…

application lifecycles – similar to thomas’s talk

· abstract state

· ready

· submitted

· archived

application web service bundles

· app composed of several shell services

· these should be deployable on specific compute resource

· these become services on host resource

app web service schemas

· from proceeding – two sets of schemas

· first: abstract state of app

· 2nd – specific instance of app

abstract application schema

1. baseInfoType: collects things like application name, version

2. internal commtype…

showed an xmlspy rendering of application sechema

develop this initially for earthquake science – goal is to allow

want to be able to develop the application quickly – as a web service

automatic interface generations with schema wizards

· gateway schema pages are currently one shot developments

· more generally want to automatically generate –

schema wizard generates jsp that delivers the form – this enables one to create an instance of the schema.

Schema wizard architecture…

Where are we really?

· many gce whell web service implementations developed

· app schema availa and implemented in demo portal

· schema wizard is still in develoipment

· maybe need antischemawizard: given html form, creates schema…..

references

http://grids.ucs.indiana.edu:9000/slide/ptliu/research/gateway/AWS/AWS.doc for short report and lots of XML spy generated schema doumnetaion

see  http://grids.ucs.indiana.edu:8045/GCWS/Schema/index.html
(need full URL)

An XML Component Model in a Workflow Environment

Matthew Shields

Triana-Grid Group

Dept physics and astronomy

And CS dept

Cardiff University

Talk about xml component model –

Agenda

· background

background:

· joint project

· wrap fortran codes as CORBA ojbjects 

Triana Grid

· triana – general purpos java based visual programming tool

· gridoneD – PPARC funded project to research java middleware

· p2p Tirana on the consumer grid

· gridlab – app framework 

· integrate triana with gridlab “GAT”

Image processing

Gifread imports GIF images from disk –

Drag and drop workflow elements 

In image processing example, show how you can construct image processing networks…

Components and defns

· components – unit of execution

· components defined in xml

· naming

· input/output ports

· parameters

· why components

· simplify app design process …

task graph defines

· group of connected components/tasks (basically workflow)

· workflow model

· execution of sw, order controlled by workflow logic

· decision points

· one of number of possible paths

· split and join

· triana uses simplified wsfl

taskgraph – three elements

· tasks or elements – one step execution

· control links

· data links

three control constructs

· parallel processing

· two or more tasks executed, order arbitrary

· split and joint operations, task with multiple i/o

· conditional processing

· if/else

· iteration

· for/while loop

internal/external scheduling

· internal

· triana runs completed task graphs

· control passed between components

· publish/subscribe model to notify component completion

· submit to external scheduler.

Mapping tasks or group of tasks to resources

Two stages


Taskgraph annotation, 


Data 

JXTA mapping

· close mapping between triana and jxta

· each dist group mapped to triana jxta service

· output nodes mapped to jxta output pipes

· input nodes – mapped to jxta input types.

Jxta distribution

· dist groups sent to triana service on its control pipe

· for each input node

· create + advertise jxta input pipe

· assign pipe unique name –

· for each output node …

take task graph – pass to triana service – triana can submit to gat api or to jxtaserve API –

Zenturio

An automatic expt mgt framework for cluster and grid architectures

Motivated by wanting to semiautomatically conduct large sets of parameter studies, perf studies, and sw tests on cluster and grid architectures.

· Zen: directive based language

· Arbitry complex expts

· App parameters

· Perf metrics

· Experiment generator

User provides application – specifies target machine, compilation/execution commands – 

Submit to experiment generator service – this submits to experiment executor – results to into expt data repository – finally have ways to visualize output 

ZEN: 

· directive s that annotate arbitrary files

· program files, makefiles, scripts, input files

· aribrary app parameters

· machine sizes

· problem sizeds

· etc

· performance metrics…

for example, have a subsitute direceive – can use this to change source code automatically…can use this to generate a number of cases automatically.

Local zen subsittue directive – restricted to a small regions

Also, can add constraints –

Another way to set up experiments – 

Scheduling – 

Have interfaces to different schedulers –

System faults – limited mehanism  -- max execution time for experiments 

Rerun expts if failed

Notification events if failed

Notification events about system failures.

Use xevent package by gannon – for events –

This whole package really set up for source transformations to support the parameter, perf, etc runs…

The source can be really anything – including batch scripts.

When experiments have run – can use application data visualiser – ADV.

Plucks information to perform plots –

Automates generation of plots –

Conclusions and future work

· would like to make ogsa compliant

Fraunhofer Resource Grid

Challenge:

Develp and implement stable and robust grid infrastructure

App layer on top of globus

Grid Application Definition Language (GADL)

· set of xml based descripton language needed to define and execute grid apps

· this consists of:

· GresourceDL – description of resources

· GjobDL: description of grid jobs (resources + workflow)

· GinterfaceDL

· GdataDL

· GjobDL

Have a resource repository – spits out GresourceDL – gives to job Buildter, which builds GjobDL to put on globus grid.

GresourceDL – want to describe and categorize resources

Want to be able to select appropriate resources for tasks

Defin of dependencies between resources

Everything is a resource – sw, hardware, measuring devices, data

Also have notion of dependencies – eg, sleep program in unix

Has a number of dependencies…

Showed another example of a hardware resource…

GADL: Grid Job Defin language (GjobDL

Look at condor metascheduler –but has problems no bi-directional coupling and no loops (Directed and Acyclic…

Petri Nets – have places, transitions, arcs from places to transitions, and vice versa, 

Tokens for data

Rules: a transition is activated if all tokens satisfied..

This is a very generic approach

Description of petri nets in xml –

GjobDL – 

Two tasks – have set of resources involved in the jobs.

Next have job itself – 

And then arcs

If you have a program and a remote file, can introduce gridftp into work

http://www.fhrg.fhg.de
andreas.hoheisel@first.fhg.de
what about error recovery –

Thomasz – how to deal with possibility of running at 10 different places –

