GGF – Grid Computing Environments Research Group

GGF6

16 October 2002

Dennis is chairing two sessions at once (GCE and OGSA)

Thomasz Haupt is 2nd note taker

We have 1.5 hours for some pretty important things to consider.

Agenda

· Opening remarks/roles of research groups within GGF

· what impact does this have on our research group?

· How can we improve our participation?

· Charter discussion/adoption

· Do newly defined role and participation mechanisms impact revised charter?

· One possible metric: is that we may need to spin out working groups

· Definitely need to write informational documents at the least

· One will summarize special concurrency issue last year

· Will have abstracts of all accepted papers

· Also summary document from workshop

· Need to use existing specifications/grid technologies

· presentations

· Bis Process Execution Language for WS:

· IBM Web services workflow (Nirmal Mukhi)

· Workflow issues (based on GGF5, Mehrotra)

· Classification of GCE Functions: the GCE Shell (Fox)

· Plans for SC02, 2003 and GGF7

To improve our participation – one thing to do is to improve our web site – need to help chairs and also 

Are we worth the effort – are we effective – these are the questions that we need to answer.

First item on the agenda –

Charter –

Historically the gce started as a place for early adopters – we are trying to adopt ogsa, for example even before it is finalized.

Propose that mailing list be revised to gce-rg (rather than gce-wg)

Responses to posting of charter – only 1 – read the document and give input to Mary Thomas –

We want to make sure our activity is valid within a standards setting environment –

May need to reevaluate function with respect to changing roles of research groups.

And, with respect to our research – expected to spawn working groups that develop standards.

Testbeds – are going to be reviewed by ggf – not adhoc, but rather experimental. 

As far as projects and activities:

Can’t have “Community Practices” as this is a type of document – how about best practices – or, current practices – lets go with this.

Do we need to clarify metadata – 

Dennis: thinks this is too broad – rather look at specific metadata as subproject (so strike this)

Survey documents ( GGF informational survey documents

With respect to charter – the community will read and use to interpret our activities.

Focused studies: detailed exploration of GCE technologies.

Identify/create and Participate in experimental testbeds and collaborations.

Current activities all appear to be ok -- -- 

Some discussion on software toolkits

One comment: is it strange to have current activities in charter –

Why don’t we strike this and put it on a separate document.

Or coin it as deliverables –

As far as topical workshops go –

We will hold topical workshops at GGF meetings or separately 

Volunteers for Charter (Ruth’s suggestion) – meet to hash out charter now (ggf6) and run by the group.

Dan Marinescu (U Central Florida)

Jay Alameda

Geoffrey Fox

BPEL4WS (Business Process Execution Language for Web Services)

Nirmal Mukhi

Component systems 

IBM research

BPEL

· BPEL4WS enables

· Defining business processes as coordinated sets of web services interactions

· Both abstract and executable processes

· Bpel enables composition of web services

· Where comes from:

· Strong roots in traditional flow models

Structure of a bpel4ws process

Within a process, have partners (interacting ws), containers (for data), correlation sets (for async interactions), fault handlers, compensttion hanels

Traditional flow models

Control links define execution flow as DAG

Activities are units of processing

Flow of data explicitely modeled through data links

Activities ( mapped to 

BPEL and WSDL partners – so BPEL appears to be a web service – don’t know that it is a bpel that is creating the web service – so calling bpel workflow looks like just another web service.

If don’t expose functionality as request response, then one way operation onto bpel, and then another one way back to caller.

This is llike a peer-to-peer

Service link type: this is a ws channel describing interaction between 2 ws having something to with each other –

Describe roles of partner and self..

If doing a big composition, there may be a number of partners with the corresponding service link type

BPEL data model:

Globally scoped data variables typed as WSDL messages –

Assignment activities move data around

And activities input/output is kept in global variables –

Each container has one wsdl message –

Bpel basic activities

· invoke partner – invokes operation on a partner

· receive partner – process receives invocation from partner

· create instance

· once message arrives, process instance may be created at that point –

· eg if put something in shopping cart – then amazon.com needs to know who you  are – prior to this, no need to know who you are.

· reply partner – send reply messages in partner invocation

· assign

· move data between containers

· transform data via xslt

· initialize data in containers

bpel composition

more basic activities

· throw fault

· terminate

· wait for – (until)

· empty – only for convenience

question: where do you bind to resources –

the spec does not do a binding –

may want to bind at a number of difference times-

eg – could use a factory, or a registry, or … rather than imposing these in the spec –leave it to the implementer

do we ever verify correctness of workflow – this is an implementation detail.

Expect this to happen in a commercial system.

Expect that could do some port type checks, etc.

Structured activities (which could contain other activities)

· sequence

· flow (execute in parallel)

· while

· pick – event handling mechanism – can have message arrivals that result in a pick – to chose which thing is executed – so have a series of events and event handlers

· link – control dependency in a flow

nesting structured activities

have receive and reply defining endpoints of sequence

in side of this, have a flow with a multiplicity of sequences.

One of the squence has a while with an assignment.

Flow-oriented authoring style

Describe function within a flow – link activities with links –

“Structured” authoring style:

have a seque3nce of things going on

first thing is a flow – eg receiving desired bid and desired price

followed by a switch –

and then with replies to the two parters

can wrap activities with a scope – this allows definition of fault handlers or compensation handlers.  Can have many fault handlers, for different fault types

single compensation per scope

nice thing – is that fault handling is pretty simple – don’t need to do it per activity, but can handle it per scope –

What is correlation?

· bpel4ws can model many types of interactions

· simple stateless

· stateful, long running, asynch

· correlation sets (CSs) support the latter

· CSs represents data to maintain the state of interaction

· At process end of interaction – CSs allow incoming messages to reach right process instance

· What is a sorrelation set

· Set of data fields defining state

CorrelationSet – has a property – which is much like a service data element of ogsa.

Property is mapped to field in WSDL message type

Multiple start correlation

Define process with two receive processes –

Can initiate when either message arrives –

Bpel4ws status

· published august 10, 2002 by bea, ibm and Microsoft

· Microsoft, ibm, etc

Implementation –

http://www.alphaworks.ibm.com/tech/bpws4j
http://www.collaxa.com/
spec at http://www-10.ibm.com/developerworks/webservices/library/ws-bpel/
two introductions ws-bpelcol1, ws-bpel… at the developerworks site above.

Piyush Mehotra

Issues in Workflow specification and mgt

Focus

· list of issues for workflow specification and management on the grid.

· based on ggf5 presentations

· ongoing effort

· goal: informational document surveying the current practices in workflow spec and management

looked at a variety of talks –

workflow specification (and then how do you put this into action)

· a set of activities and their interactions and other pieces

· basic unit spec

· composition spec

· other issues

basic unit specification

· application/service/excutable specification

· application arguments

· inputs/outputs/efforlags

· resources required

· invocation

· execution environment

· invocation mechanisms

· pre/post data handling (staging, etc)

· gui support

· …

composition specification

· data dependencies

· explicit data links

· data movement as an explicit activity

· direct interaction between tasks

· control dependencies

· implicit data flow model

· sequences

· conditionals

· loops – iterations, while, repeat

· select based on conditions

· pipelining

· parallelism/concurrency

· parametric studies

· co-scheduled tasks

· fork/join

· synchronization issues

workflow spec: other issues

· global variables

· support for hierarchy (recursive defn)

· exported services

· abstract workflow description – late binding of 

· apps/services

· resources

· static vs dynamic (composition) (conditional remapping of workflow)

· fault mgt at workflow level

· exceptions

· handlers

· lifecycle issues

· underlying representation model

· DAGs

· DAGs plus control dependencies

· Petri nets

· …

This is the workflow specification part – 

Workflow mangement

“management/coordination/choreography/enactment…” of workflows in grid environment

· task selection based on 

· data dependencies

· control dependencies

· schedule optimization

· application binding

· resource binding

· may need broker, etc

· task initiation

· i/o mgt

· pre/post staging of data

· task control

· pause, restart, kill

· event mgt

· state

· errors

· fault mgt

· logging/archival

· monitoring

· state

· data

· steering

· application

· workflow

· centralized vs distributed mgt

· …

next steps:

· augment/modify list of issues

· conduct a survey

· invite descriptions of projects

· produce ggf information doc

· “standards” ???

perhaps we should do a “cp survey” again for this topic – we may have an informational document on current practices – and could lead to another special issue of concurrency.

Ruth: thinks this is good – would like to see measure of scalability – process/data volume, and process length.

Dan M. Need to come up with an open specification – a model to allow us to work with different description languages, execution engines.

Need some intelligence in the system as well –

Without inference 

Sriram: seems like each system covers certain aspects –

Should resource selection etc be part of the system --??

Piyush – when look at all of the projects, noted this part –

For example, resource selection, engine may not do it, but rather a broker may do this –

How the broker does it is another issue altogether –

Dan M.  Look at workflow mgt as another service which needs to interact with other services – Piyush – meant to imply this –

Nirmal: feels that spec and model are great, but the most important part – the tools to create the workflow – 

If have a good tool and a poor description, better than a great description and a poor or nonexistent tool.

Unicore: Look at current practices and see if can handle in say BPEL –

This would be important –

GCE Shell ?

Geoffrey Fox

41 GCE Papers

· 28 to be published in concurrency and computation http://aspen.ucs.indiana.edu/gce/gce2001.html
classification of areas in gce papers

· technology for building gce systems (CoG)

· problem solving env

· GCE tools 

· GCE shell (portals proding a general interface to many grid capabilities)

· Eg unicor, hotpage, missippii portal

· Pses often built on tope of gceshell portals

Gce shell issues

· familiar way of thinking and suggests organizational principles

· learn from unix, legion, jxta

· multitier models adds richness to support views and resources at user/mittle tier (portal itself) and backend

· gce_cat would need to know about files at each level

· gce_cp would copy inside and between three levels

· need to distinguish and manipulate both “real objects” and their metadata

· gce shell portals provide interface to gce shell and specify programming model for interaction of objects and metadata and between 3 tiers

gce shell is very rich, also needs to distinguish the various tiers –

gce shell areas

· file manipulation

· search

· discovery

· registration

· security

· better workflow than pipe or tee inunix shell

· groups and collab features (jxta)

· metadata handling

· mgt/scheduling

· networks

· profiles

· interaction between user/middleware/and grid resources

suggest: try to understand as a group what we are doing – 

could try to categorize capabilities – think of a framework of doing this – how to deal with these capabilities – id a certain core set of functionalities –

take services – and make a simple catalog –

Ceziry:  Comment: think this is good – have several projects for user to work with grid –in similar ways –

Satoshi: include in scope a shell like scripting language – GCF: think this is important but separate from the catalog -- -- of things such as gce_cat.

Starting from a shell  -- could go in a number of different directions –

Could then go to workflow or scripting – or..

GGF GCE: Plans for 2003

· proposed workshop topics

· workflow specs and mgt (piyush, Haupt)

· portal technologies (marlon, Mike Russel

· gce shells (Fox, Ceziry)

· grid applications and testbed? 

· workshop activities:

· presentations

· poster sessions

· training classes

· ggf7

· mini-workshop on workflow specifications and management

· could be a whole day --

· ggf session (or workshop session ) on specs/arch/mgt

reforming things in apps group – would like to bring together things from gce and

apps – 

2nd session will be on changed around charter –

Dan M. would be useful to have plenary sessions –

And to have time for discussions –

Gce summary

· charter

· revised

· proposed activities for 2003

· informational docs in progress

· p&E summary

· gce shell

· proposed:


· workflow/metadata current practices

· summary and survey (mehrotra)

· previous external workshop activities (seeking activities)

· other tasks, items

· new volunteer for webmaster – shawn Hampton

meet at 9:30 break tomorrow for workshop

also, DanM – should have representation from W3C also for workflow –

