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Abstract

This document addresses a list of issues pertaining to workflow specification and management on the grid, based on several presentations made at GGF 5 in Edinburgh, July 2002 and other documents being discussed on the GCE-RG email list. This is an ongoing effort and basically represents a survey of the current practices in workflow specification and management. The final document will include presentations from a similar session to be held at GGF6, GGF7 and a workshop to be held at GGF8.
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1. Overview

The commercial world has been focusing for sometime on the issue of workflow [WFMC 1995]. The Workflow Management Council, a body attempting to standardize some of the issues surrounding workflow defines it as [WFMC 1999]:
“The automation of a business process, in whole or part, during which documents, information or tasks are passed from one participant to another for action, according to a set of procedural rules.”
The aim has been to transform business processes that have mostly been done by humans such that they can be automatically be managed by a computer-based workflow management system -that allocates the sub-tasks, coordinates them and tracks the overall progress.

In the Grid environment the focus is more towards loosely coupled software processes and their coordination and management across a set of independently-managed resources. Even though there are many commonalities between the two worlds, workflow management in the Grid environment imposes some additional requirements. Given the unique characteristics of the resources and the high performance demands of the applications, one of the major concerns of a grid workflow management system has to be the optimal usage of the underlying resources while minimizing the overall turn-around time of the whole application. 

This document addresses a list of issues pertaining to workflow specification and management on the grid. The list has been extracted from the presentations made at GGF 5 in Edinburgh, July 2002 and other documents being discussed on the GCE-RG email list and represents a union of the issues raised therein.  This is an ongoing effort and basically represents a survey of the current practices in workflow specification and management. The final document will include presentations from a similar session to be held at GGF6, GGF7 and a workshop to be held at GGF8.

We divide the issues into two inter-related parts, the specification of workflow and its management. The former focuses on the issues of defining a workflow while the latter is concerned with the interfaces and functionalities of workflow engine that would use the specification to coordinate the whole process.

2. Workflow Specification

A grid workflow can be generically defined a set of “tasks” including their constraints and requirements along with the interactions between the activities. Here a task could be an execution of a job on a resource, moving data between resources, human input to a process, etc. We divide tasks into two types. A basic unit can be used to specify a single activity. On the other hand, a composite unit provides a mechanism to specify a set of activities and their interactions providing a hierarchical approach to abstracting complex sub-tasks.
2.1 Basic Unit Specification

The specification of a basic unit may consist of the following items:
· Application/service/executable specification – the specification of the activity represented by the basic unit. AS indicated above this could range from an application to be executed on a resource to movement of data between resources.
· Application arguments – any arguments that may be required for the execution of the applcaition
· Inputs/outputs – any data sets required for the execution.
· Pre/post data handling – the management of data before and after the execution of activity. For example, this could specify that the output data be archived on a certain resource.

· Resources required for execution

· Constraints on the activity

· Invocation:

· Execution environment – required environment variables, libraries, licenses, etc.
· Invocation mechanisms – scripts, command line structure, etc
· Error flags and consequent actions to be taken 

· GUI support such as an portlet interface for interactive units
2.2 Composition Specification

A composite unit is an abstraction of a complex set of interacting activities and thus includes many of characteristics of basic units. Thus a composite unit specification consists a set of hierarchically defined units along with their dependencies. The dependencies can be of two types: data and control.

Data dependencies may be implicit based on a global namespace. For example, if Task A produces a data item named “D1” while Task B requires a data item “D1” as input, it may be assumed that the Task A has to execute before Task B in order for data item “D1” to be passed from A to B. On the other hand, the specification may support mechanism to explicitly specify that output D1 form Task A flows as input to Task B. The specification may support other kinds of data interactions between tasks such as direct messaging.

A workflow specification may support just a data-flow model providing no explicit support for control dependencies. If supported, control dependencies could include: 

· Sequences – that restrict the order in which activities are carried out
· Conditionals that support choosing between multiple set s of activies based on some conditions
· Loops – (iterations, while, repeat, …) for iterating over a set of activities.
A workflow specification may also provide support for specifying various levels of parallelism including: 
· Pipelining – allowing data to be pipelined across a set of activities
· Parametric studies – supporting the “embarrassingly parallel” invocation of activies across a parameter space of input arguments
· Co-scheduled tasks that interact with each other. Such tasks may also require the specification of their synchronization and interaction.

Support for hierarchical specification raises other issues such as:

· Global variables – support for use of non-local and global variables, e.g., as input arguments or conditionals.
· Exported services specification so that thecomposite can be used to compose higher levels of workflows.
· Support for dynamic composition of activities 

2.3 Workflow Specification: Other Issues

Besides the specification of the activities and their interactions, there are other issues that arise in the specification of workflows. Some of these are listed below:

· Support for late binding – some systems may require a workflow to be completely specified whereas others may allow the late binding of various items. For example, the resource to be used for executing a specific activity may be left unbound until execution time so that the workflow management system can utilize the most optimal resource given the current state of the underling environment. Similarly, the activity may specified in more abstract terms, e.g., a flow-server,  and the actual application ot be utilized for producing the flow solution maybe chosen at runtime based on the input arguments and the status of the underlying resources.

· Fault management specification and support for specifying the exceptions and their handlers.
· Lifecycle issues

· Underlying representation model

· DAGs

· DAGs + control dependencies

· Petri Nets

3. Workflow Management

This section provides a list of issues related workflow engines and their approaches to managing and coordinating the execution of workflows.

· Task selection based on

· Data dependencies

· Control dependencies

· Schedule optimization

· Application binding – early vs. late
· Resource binding - early vs. late
· Task initiation

· Input/Output management

· Pre/post staging of data

· Task control

· Pause, restart, kill, …

· Event notification
· State

· Errors

· Fault management

· Logging and archival

· Monitoring 

· State

· Data

· Steering

· Intra-task
· Inter-task
· Centralized versus distributed management

4. Sources
The above issues are extracted from the following:

Presentations at GGF 5 and GG6
· Tomasz Haupt, Mississippi State University, USA

· Geoffrey Fox, Indiana University, USA

· Mathew Shields, Cardiff University, UK

· Thomas Fahringer, University of Vienna, Austria

· Andreas Hoheisel, Fraunhofer Resource Grid

· Dietmar Erwin, Juelich, Germany

· Keith Jackson, Lawrence Berkley Labs, USA

· Gregor von Laszewski, Argonne National Labs, USA 

· Piyush Mehrotra, NASA Ames Research Center, USA

· Nirmal Mukhi, IBM

Papers and Technical reports:

· Grid Workflow Management Architecture by D. Marinescu, Univ. of Central Florida

· Pa GALE by H. Bivens et al, Sandia National Labs

5. Security Considerations

This is a REQUIRED section.
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