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ABSTRACT 

This thesis exploits the interplay of statlstical 
mechanics and field theory. Generally speaking, field 
theories are abstract mathematical objects in which pow­
erful mathematical methods have been developed. Field 
theories are useful for doing calculations but the essen­
tial physics is usually hidden and obscure. To unravel 
the important underlying ideas ie difficult. Statistical 
mechanics, on the other hand, deals with physical systems, 
the physics of which is known via experiment and intuition. 
Statistical systems are concrete objects in which the 
essential underlying physical ideas are known. The roles 
of field theory and statistical mechanics are therefore 
complementary, one is powerful mathematically, the other 
provides physical insight. When a field theory is equiv­
alent to a statistical mechanics system (or vice versa), 
one has the best of both possible worlds: one knowns the 
physics and one has the mathematical tools to calculate. 
This thesis establishes and exploits the connection be­
tween field theory and statistical mechanics. 

The theais has two main parte. The first applies 
field theory methods to statistical mechanics. In par­
ticular, statistical systems are related to fermionic-
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like field theories through a path integral representation. 
Such path integrals are over anticommuting variables. The 
basic definitions, ideas, and uses of anticommuting varia­
bles are presented in Chapters I and II. Previously solved 
models are resolved quickly and simply. Considered are 
the Ising model, the free-fermion model, and close-packed 
dimer problems on various lattices. Graphical calculation-
al techniques are developed. They are powerful and yield 
a simple procedure to compute the vacuum expectation value 
of an arbitrary product of Ising 6pin variables. From a 
field theorist's point of view, these chapters are the 
simplest most logical derivation of the Ising model par­
tition function and correlation functions. This work 
promises to open a new area of physics research when the 
methods are used to approximate unsolved problems. 

Chapter III solves by the methods of Chapere I and II 
a new model named the i28 pseudo-free vertex mod«l. 

The second part of the thesis applies statistical 
mechanics intuition to field theories. Chapter IV 6hows 
that certain relativistic field theories are equivalent 
to classical interacting gases. Using this analogy 
many results are obtained, particularly for the Sine-
Gordon field theory. The main results are enumerated 
in the summary to which the reader is referred. Chapter V 
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PRELIMINARY NOTES 

A shortened version of Chapter IV has appeared 
in print in Physical Review DIjB, '916 (1978). The 
American Physical Society has granted permission for 
its inclusion in this thesis. Chapter V will be published 
in Nuclear Physics B. The other chapters have also 
been submitted for publication. 

Each chapter has its own set of references, figures, 
and figure captions. These appear at the end of each 
chapter. 
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PART I 

APPLICATIONS OF FIELD THEORY METHODS 
TO STATISTICAL MECHANICS 
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CHAPTER I 

THE USE OF ANTICOMHUTING VARIABLE 
INTEGRALS IN STATISTICAL MECHANICS I 
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I. HJTRODUCTIOIJ 

This paper introduces a new method of attacking certain 

problems in statistical mechanics. It uses integrals over 

anticommuting variables to express partition functions in terms 

of field theories. 

The interplay of field theory and statistical mechanics is 

important. Many complicated field theories have simple underlying 

statistical mechanics analogues ). ITiis supplies physical insight 

into these complicated field theoretic structures and allows one 

to extract the key concepts. On the other hand, when a statistical 

mechanics model is expressed as a field theory, various field 

theory techniques can be used such as perturbation theory, 

operator methods, variational methods, functional methods, etc. 

These are powerful avenues of attack, especially for extracting 

numbers. In short, the statistical mechanics point of view allows 

one physical insight whereas the field theory point of view supplies 

the powerful mathematical tools. It is therefore important to 

understand the connections between statistical mechanics and field 

theory. It is in this direction that this paper is written. 

I shall use integrals over anticommuting variables. They 

were introduced to handle fermionic degrees of freedom in a path 

integral formulation ). Until recently/, they were usually used 

in formal ways, rarely being employed in actually calculations. 

In this paper and the following ones they will be used in a 

practical manner to obtain numbers. They are, without a doubt, 

powerful mathematical tools. They supply relations, relate 

unrelated models, organized unruly algebra, and evoke rapid 
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calculations often in a few steps. 

I will try to follow a logical development with e 

pedagogical touch. First, this paper will introduce and review 

integrals over anticommuting variables (Sec. II). I have tried 

to summarize their key properties. Further details may be found 

in the references. Next (Sec. Ill) I will show how several problems 

may be expressed in terms of anticommuting variable integrals. This 

is a brute force method involving no elegance or ingenuity. Often 

a model has several different representations. It. is important, 

therefore, to find the "best" and "efficient" one;.. The fourth 

section will present a couple models in solvable form. Finally, 

I will discuss what these variables mean in the context of operator 

field theory. 

This paper and the next deal only with solvable models. 

This is deliberate since it forms a testing ground on how these 

methods work. In the next paper, the actually solution of the two 

solvable models presented in Sec. IV will be carried out. 

II. INTEGRALS OVER ANTICOMMUTIHG VARIABLES 
IK This section will review ) some properties of integrals 

over Grassmann variables. More details may be found in reference 

four. A set of K Grassmann (or anticommuting) variables are 

objects, i\a (a = 1,2, •••, N), satisfying 

We + Va • ° • ( 2 a ) 

2 In particular, T> = 0. Taking sums and products the most general 
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f = 8 0 + 2 V a + £ VWfe + "" + &123---N,1ln2---\-
(2.2) 

with the a's real or complex numbers. Functions of the.se variables 

are defined via Taylor series, which because of eq.(2.l) terminate 

at the Nth order. Equation {.d.z) is the most general function, 

an Nth order polynomial. 

The anticommuting variable integral of a function, f, of 

the form of eq. (2.i) is defined by 

y*d,f, y * d n i d V . . ^ - a i 2 3 . . . N . (, . 5) 

The only term which contributes is the one where each TJ occurs 

precisely once, the sign being determined by the order (for example, 

/ dr).dT|„T) i) = - 1). Often n's are associated in pairs (or 

conjugates), one of which will have a dagger (i.e. r and -n ). 

This is convenient for determining the sign of an integral. For 

these the measure is defined as /dT)dt] • I diudn,̂  ••• dr) dT) . 

Statistical mechanics problems will involve spins, atoms, 

bonds, etc. at sites, x, to which anticommuting variables will 

be assigned. The variable, x, will range over the region of 

interest; for a cubic crystal this might be a three dimensional 

lattice so that x = {a,p,~,s has integer coordinates. Often 

several variables are needed at a site, in which case, an additional 

label, r, is required, and the n's will appear as 

http://the.se
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r£ , T£(r = 1,2,"», T) for T types. Graphically r^ and T ^ may 
X X X X 

be represented by an "o" and an "x" at x . Different types 

may be distinguished by using different colors. The important 

point to remember is that a contribution to sn integral occurs 

only if each site is covered by one "o" and one "x" of each 

color (type). 

Key properties of these integrals which are consequences 

of eq.(i.3) are the following: 

1. Shift of variable. Given J which anticommute with themselves 

and with all the i's, 

J dt) fUi^J) = A T , f([T,a + JaJ) . (2.4) 

2. Change of Variables. Let * a = \^Ao8% ( w i t b A invertible) 

be linear combinations of T)'S and hence an equivalent set of 

anticomnroting variables. Ihen 

/di) f(ri) = (det A) /dV f^" 1*) . (2.5) 

Constrast this with normal (i.e. Kiemann) integration where there 

is a factor (det A)~ rather than (det A) in eq. (2.5;. 

J. Quadratic and Quadratic-like Actions. 

ydTidT,1- exp/ £ \ & a n 4 ) = d e t A • ( 2 ' 6 ) 
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Jin exp̂  ^ 'hVpl = K A • -̂'') 

y dr,dT)
tyd*dV+ e x p / ^ V^'C^Vil) = p e r m A ' ( 2 l 8 ) 

^ as / 

These are respectively the determinant, Pfaffian ), permanent, and 

hfaffian of A . Permanents and hfaffians are determinants and 

Pfaffians without the sign of permutation factor. In eqs. (2.7) 

and (2.9) A must bi> even dimensional. In eq. (?.7) A may 

be chosen to be antisymmetric. In eq. (2.9) it may be chosen to 

be symmetric, but must have zero's along the diagonal. These 

equations are easily proved by expanding the exponents: permutations 

of producte of A are obtained with the appropriate combinatorial 

and sign factors. Equation (2.6), however, is easier to prove 

by transforming t|' -»A TJ and using eq. (2.5). 

Anticommuting variables are powerful objects. Let us 

demonstrate some of their power by proving the well known result ) 

that (Pf A) » det A for an antisymmetric even dimensional matrix. 

Usual proofs are quite cumbersome. Use eq. (2.6) and rewrite 



dT d̂TvJ = idivi 'd.-;^ ' . Since A i s antisymmetric 

W e " I T ^ V P 0 + i ^2)%42) ( t h e c r o s s t e ™ £ c a n c e l )-
The exponent factors into two exponents and the integral factorizes 

into two integrals, each of the form of eq. (2.7). 

Finally, one may take derivatives of anticommuting variables. 

For example, — n_ = 1, .— 'i2 = 0 . All the usual rules of 

differentiation hold except for minus signs in the product rule due 

to anticommutation relations. Thus ,— (T) T\ ) 

= ( .— T) )T) - n .- i) = - T]_. These derivatives act to the 

right. Derivatives acting to the left are defined analogously: 

H — = 1 . A powerful tool is the following: 

h. Integration by parts. Given two functions, f and g, 

y*dn f I g = /an f JL e . (2.io) 

In conclusion, anticommuting variables may be manipulated, 

integrated, and differentiated much like ordinary variables except that 

anticommutation must be taken into account. 

III. SAMPLE REPRESENTATIONS 
f\ 7 8 

In a dimer problem ''' ) there are a set of sites and a 

set bonds connecting certain pairs of sites. The bonds may absorb 

dimers. If E. is the energy of a particular dimer, 

z, = exp(-pE. ) is the Boltzmann factor associated with an 

absorption. A site may be used only once, so that no two dimers 

may overlap or even touch. Effectively any two dimers are infinitely 

repulsive. There are two kinds of problems: the dose-packed 



problem in which every site must be covered exactly once, and the 

usual dimer problem where some sites may be left uncovered. 

The statistical mechanics of this system is determined 

by the partition function. This partition function may be 

represented as an anticommuting integral. As an example, let us 

consider the two dimensional close-packed dimer problem. The sites 

are the integer lattice points (a,0) in a two dimensional plane. 

Bonds occur between nearest neighbors in the vertical and horizontal 

directions; z is associated with vertical bonds and z, with ' v n 

horizontal bonds. The partition function is 

Z(z h,z y) = jihiibi* exp ]JT ( V o p 1 < W i p , £ + l p 

t z v W o p + A p t i ) • ( 3 - l ) 

There is an i and TJ' for each site, and the total measure is a 

product over all sites of the measure at each site. The operator 
e xP (V'op n^We , ,<W = i + Mtf&We'&ie h a s t h e o p t i o n 

of placing a dimer on the bond between (a, e) and (a + 1, p) 

(see fig.l). If the option is exercised, a weight z. results and 

no more dimers may he placed on sites invoicing (a,p) and 

(fit + 1,0). Since the integral is zero unless every site is covered 

exactly once, eq. (j.l) is the partition function for the two 

dimensional close-packed dimer problem. This model (and, in general, 

any close-packed dimer model) is by eq. (2.9) a hfaffian. 

Modifying the measure of eq. (j-l) by 

/dndT,1"- /dTidTi +exp/^ naploU > (3-2) 
\ ap ' 
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would produce the (usual) dimer partition function, since the 

W W p i 6 C e ° f e X p ( V & } " 1 + V a p *<>"" =over any 
uncovered site (a,(3). On the other hand, for sites already 
covered by a dimer the 1 term would be used. The new action would be 

A d l m e r ( V V = ] £ W<k(l + VW^+IP + V W ^ l * " (3-3) 

Equation {3.3) may be interpreted as the par t i t ion function of 

monomers and dimers where the enery of a monomer i s zero. I f 

E i s the energy of a monomer, then 

Adimer + monomer* V V V = £~l W o P ^ m + Va+lgfo+j 

(3.M 
a+lp 

op 

+ Vap+llop+l^ ' 

with z = exp(- 0 E ) , is the partition function for dimers and 
monomers. By rescaling IK_ -» J i n TLJ_ -»*/—T) one obtains 

m m 

Z.,. ^ (z A , z ) = z N Z.. (z. /z 2, z / z 2 ) , (3.5) dimer + monomer4 m' n' v m dimervTi' m v' m ' w y 

where N is the number of sites. This result (that the partition 
function for dimers and monomers is simply related to the partition 
function for dimers alone) is easily derived using physical 
considerations. In general, there will be transformations on the 
Grassmann integral which yield results in a few steps that, unlike 
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this example, are difficult to obtain using physical arguments. This 

is one reason why anticoumuting variables are powerful. 

To deal with a general dimer problem, let a be a 

labelling of sites. The set of bonds, B, is a set of pairs 

(a,p) having Bolt.zmann factors z^,. Then 

6) 
' a (a,p)cB / 

Dimer models are equivalent to T)T)\T\ field theories with a 

kinetic ensrgy term consisting only of a mass piece, T)T] . The 
T t field theory methods that deal with T]T) T\X\ theories may be applied 

to dimer problems. 

Almost all partition functions which have a graphical 

representation are expressible as anticommuting integrals. The 

d-dimensional Ising model ) has such a graphical representation ''' ), 

where one sum's over closed non-overlapping but (possibly) 

intersecting polygonal curves; in two dimensions this is obtained 

by starting with configurations where all spins are dowr'and 

drawing curves around regions of up spin. There is s. Boltzmann 

factor for each unit of "Bloch" wall. Alternatively, one may use 

bond variables ) (which works in any dimension) for which there is 

a similar representation with different Bloch wall Boltzmann factors. 

Let us consider d = 2 . Then 

ZIsing ( jh' J v ) - f Zclosed polygons (V z v ) ' ( 3 - 7 ) 

where ZT sine^h' Jv^ i s *'le I s i n S m°<iel partition function, with 
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horizontal and vertical spin couplings J and J , 
Zclosed polygons ( V z v ) i s t h e Partition function for closed 
non-overlapping polygons with Boltzmann weights, z. and z 

for horizontal and vertical Bl:>ch walls, and f is a multiplicative 

factor. For the first representation 

f = exp |N(pJv + 0Jh)] , 

^ = exp(-2gJv) , (3-8) 

\ = exp(-2pJh) , 

where K is the number of sites. For the bond variable representation 

f = (2cc* pj y cosh 8Jj. ) N , 

z h = tanh pj h , (5.9) 

z = tanh pj v v 

Duality is the well known fact that the Ising model has these two 

representations relating low and high temperatures, one using 

bond variables on the lattice and one using disorder variables on 

the dual lattice. 

To express the Ising model as a field theory, use four sets 

of anticommuting variables at a site (a,p) , i) and 11* -with 
ap ^ 

r = H("right"), L("left"), U("up"), or D("down") (see fig.2). 
To draw the sides of polygons use dimer operators 
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v^Ww a n d ^I^^+IISP+I ( s e e f i g - 5 ) - ^ 
give rise to a wall action 

. _ \-"» [ , R Rf L Lt , , U Uf D Df 
flwall " 2 J V ' W 1 a p T W i p T 1 a + i p ; V ^ a p V ^ap+l^ap+l 

ap ' 

(5.10) 

I next require "selection rules" at each (a,p) site. Suppose 

t i f l W a i ™ i s i n s e r t e ( * * n t n e integral, then only the configuration 

of (fig. ̂ a) may occur. Figure h illustrates the eight possibilities 

which can happen. To limit the graphs to these possibilities insert 

1 + g with 

+ H V • B V + AW , 
(Ml) 

where N = rj T] ' . By using 1 + g = exp j i n ( l + g ) | = exp(g - ^g ) 

an action for these selection rules i s obtained 

A = Y V H 1 5 +H DIi 1 ^ N " + 1P1P 
s.r. £—iK ap ap op ap ap ap ap ap 

op 
+ N U IT0 + IT* H 1 - 2 lP N U M 1 N1* ) (^12) "ap'ap ap op * Hap ap"ap"ap; ' V *•*> 

where again IcL = 'Wi'^n ' ^ l e t o t a^- action for the Ising model 

is A = A , - + A 
wall s.r. 



I call the above method of obtaining integral representations 

the "selection rule" method. By weighting the configurations of 

fig. h, more general Ising-like models are obtained. Representations 

of more complicated models like the Baxter ) mode] can be derived 

in a similar manner. 

The above representation of the Xsing model is r nefficient: 

It uses four sets of anticommuting variables per site; furthermore 

the action involves products of up to eight variables. Given a 

particular model, there will be many Grassmann integral representations 

It is important to find efficient representations. Ingenuity in 

finding the "best" set of variables and the "best" actions will 

determine whether a model is exactly solvable and will determine 

how well approximation methods work. In the next section, efficient 

representations are found for these two e-dimensional models. 

IV QUADRATIC ACTIONS 

Some models have quadratic action representations. I 

call these pseudo-free theories because they are exactly solvable 

by the techniques that solve free theories. In this section I 

will represent the two dimensional close-packed dimer and Ising 

models as pseudo-free theories A later paper will calculate 

the partition functions and correlation functions. 

The two dimensional dimer problem will be dealt with first. 

The method used to solve it closely follows the standard method ) 

of attack. In fact, I will be essentially reproducing the known 

method in integral form, circumventing a few algebraic steps along 

the way. 
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Take the lattice plane, group sites into units of four, and 
use the labelling indicated in fig. 5. Sites i and 3 are called 
odd sites; sites 2 and 1* are called even sites. For each unit 
(ct,9), assign four sets of anticounuting variables, 
r, , ri^ (r = 1,2,5.1*1, one for each of the four original lattice 
points. It will be shown that 

Zdio,er(V 4> Zdimer<V *v> = /*»*•'* ^ ^ ' ^ < 

A = A + A 

op, 1 
& 

up 
A, 2t 3 i*t 1 % 

0*.2) 

A, it 1 ^ 3 l»t i A, 3 l*+ 3 2+ % 

and A is obtained by replacing 1 by z, , z by z , T\ by 
TJ *, and T) g by T) . Equation (4.2) may look, complicated, but 
it has a simple graphical representation in fig. 6. Each of the 
eight dimer-like operators of fig. 6a corresponds to a term of eq.(t.2). 

1 2+ The dimer object, \ya\Jt> produces an "o" at 1 and an "x" at 2 
in the (c*,p) unit. Arrows are used to indicate the order of the 
i)'s as illustrated in fig. 7. The dimers weighted by z factors 
are the ones with "o"'s on odd sites and "x"'s on even sites 
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and are called A-dimers. The B-dimers have "x"'s on odd sites 

and "o'"s on even sites. 

We can now make contact with the usual method of solution. 

By the "golden rule" of Grassman integrals, each site must have an 

"x" and an "o" . This means each site is covered by exactly one 

A-dimer and one B-dimer. Therefore, we have a simultaneous A and 

B dimer problem: Expand the B-action exponent and choose one 

configuration, b, which covers all sites with B-dimers. Let w 
B B be its weight (that is, the product of the z. sr.d z factors; 

B B B B N/2 
for example, if z, = z E Z then w.= (z ) where K is the 

number of sites). Expanding the A-action exponent, each A-dimer 

covering results in diagrams of closed non-overlapping polygons and 

overlapping isolated dimer pairs (see fig. 21, p. 233 of reference 7) 

with the proper weight (up to possibly a minus sign). A minus sign 

could result because of reorderings of antieommuting variables in 

evaluating integrals. It is proven in Appendix A, however, that 

all terms are positive. The reader is invited to check some 

examples by using the rules of fig.8. Each configuration, b, of 

B-dimers yields w. Z.. (z, , z ). Equation (k.l) results by 

summing over all B-coverings. 

Every planar close-packed dimer problem, which is exactly 

solvable by the usual techniques, is expressible as an anticommuting 

integral over a quadratic action. At this stage, Grassmann integrals 

are used only as a bookkeeping device which organizes the algebra. 

No true progress has been made. The next example will obtain a 

quadratic action for the Ising model. Although similar to 

previous derivations, several simplifications are made. 
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I shall use eq. (3.7) which relates the Ising model to a 

sum over closed non-overlapping but (possibly) intersecting 
polygons. I shall then use the anticommuting variables to "draw" 
these configurations. Two sets of variables will be ur?d at each 
(a,p) site: T ^ , IQO. an d \^> \^ • T b e superscripts "h" and 
"v" stand for horizontal and vertical. Consider 

2closed polygons^' ^ " (" l ) N /*&* 6 X p ( A ) ' ( ^ 

where N is the number of sites and 

A = A + A •< A 
Bloch w a l l co rne r monomer , 

Whwau =x: (vXi P

+ z vv + v + i ) -
A = \ "* I ht v v+ h vf ht ̂  v corner J^ ^ ^ ^ + a ^ r , ^ * 6

2 ^ " t V 

(. h ht . v v+ I 

(k.k) 

-Yl 
monomer ' • \ 

op 
The Bloch wall action produces a unit of Bloch wall in either the 
horizontal or vertical direction [see fig. (9)] weighted by the 
appropriate Boltzmann factor. Hie term A produces the four 
^ corner 

corners of fig. (10) necessary to construct a ploygon. I have 
allowed for the most general quadratic form by weighting corners 
with the a. . For the Ising model, set a. = 1 . Finally, 
Amonomer ^ i l l s B^- unoccupied "h" and "v" sites with monomer. 
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Again, for the Ising model, set h and b = 1 . The eight possible 

configurations which can occur at a site are shown in fig. (11) 

with their weights. There is an extra (-1) for each site 

because of the (-1) in eq. (h.j). The minus signs in con­

figurations (b) through (g) always cancel in pairs and may be 

dropped. The extra minus sign in fig. (llh) is explained in 

Appendix B. This Appendix deals with minus signs due to reorderings 

of Grassmann variables. Finally, the double corners of fig. (l2a,b) 

do not occur because a single corner uses up both horizontal and 

vertical variables. Equations (3.7), C*.3), and {h.k) form the 

quadratic action representation of the two-dimensional Ising model. 

V THE OPERATOR ALGEBRA 

This section dissusses the operator aspects of Grassmann 

variables and their probabilistic interpretation. 

In the previous two sections, partition functions have 

been expressed as fermionic field theories. By taking expectation 

values of Grassmann variables (as well as functions of them) 

we may treat them as operators. They act like "local observables", 

measuring tools with probabilistic interpretations. Consider for 

example, the two dimensional dimer problem whose action is given 

by eq. (3.3). 

Z<wi > E J a ^ e ^ > ( A d i m e r ) ( V V ) ' (5.1) 

is the sum over dimer configurations with the restriction that no 

dimer be placed on the (a,p) site. Therefore, f'W.'Ue) i s 

the probability that the (c<^) site is not covered by a dimer. 
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Likewise (l - iWlfvo) i s t h e probability that (a,g) is covered. 

In general, the expectation value of an operator will be the 

probability that a corresponding configuration will occur. 

What do the equations of motion meanJ Die equation for 

•n is obtained by taking -=— A . Let 0 be an operator 

(i.e. some function of the n's and TJ 'S) and use integration 

by parts [eq. (2.10)]: 

( i o i = ( o i A > - C5-2) 

Equation (5.2), which involves the equation of motion of TU- , 

will generate many probability relations and is quite useful. For 

example, let 0 be ^ and let P ^ p ) , P ^ g ) , P ( a , p ) a n d ( a ^ + l V 

etc. be respectively the probabilities that (CK,p) is occupied, 

that {a,p) is unoccupied, that (a,g) and (a,p+l) are 

unoccupied, etc., then 

pke) = \ p + p 
(a,p)and(a+l,p) (a,p)and(a 

+ z 
V 

-1,0)] 

'" + p u I 
(a,3)and(a,e+l) r(a,p)and(a,p-l) . (5.5) 

I invite the reader to aerive this relation using physical 

considerations and compare it to the simple and powerful method of 

anticommuting variables. 

The set of relations of eq. (5.2) along with the anti-

commutaticr equations [eq. (2.1)) determine the model. They are 
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an equivalent expression of it, because A is obtainable from 

eqs. (5.2). The Ising-like or dimer-like problems are uniquely 

determined by a set of local probability relations. In field 

theory the equations of motion are foremost. The operator 

techniques used to attack such field theories may be used in 

statistical mechanics. I call this the operator method of local 

observables. 
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APPENDIX A 

This Appendix treats the minus signs of the two dimensional 

close-packed dimer problem. 

An isolated dimer pair between two neighboring sites r and 

s (see fig. 13) will be of the form i\j\\ 11 + i) i) TI n ; so 
o r s r r s s 

it has has the correct sign. 
To deal with a closed polygon, P, orient it counterclockwise 

and call the parity of P the number of minus signs which result 

from rule(b) of fig.8. There are two types of polygons: type 1 

(fig. 14a) and type 2 (fig. 14b). For type 1, there is a minus 

sign from rule(c) and no minus signs due to rule (a). Therefore, 

for type 1, the overall sign is opposite to the counterclockwise 

parity of P. For type 2, the identical conclusion is obtained 

using a similar approach, jvasteleyn's theorem ) (which is easily 

verified for test examples and easily proven by induction on the 

area of P) says that the counterclockwise parity is (-1) (where 

I is the number of interior points) if all elementary polygons 

(ones with no interior points) have odd parity. In fig. 14, for 

example, 1 = 1 and the parity is even. With the arrow assignment 

of fig. 6, all elementary polygons are odd parity. We conclude 

all polygons having an even number of interior points have the 

correct sign. Fortunately only these kinds of polygons occur in 

a covering since dimers, covering two sites at a time, cannot cover 

regions of an odd number of sites. Therefore, all polygons have the 

correct sign. 



APPENDIX B 

In this Appendix, I will analyze the sign problem 

associated with eqs. (k.3) and (k.h). The conclusion will be 

that the sign of a configuration of polygons is equal to the 

number of intersections which occur. This explains the extra 

minus factor in the weight of fig. (llh). I will proceed in steps: 

first dealing with an isolated non-self-intersecting polygon, then 

with one that self-intersects, and finally dealing with a multipoly-

gonal configuration. 

Consider a closed polygon, F, which does not intersect 

itself. I will show that its sign is positive. Choose a 

horizontal bond of P and proceed to the right (and eventually 

around the polygon). Start at the "x" and use the rules of 

fig.8. When moving upward or to the right no minus signs result 

from rules (a) or(b) because arrows are in the correct direction 

and "o'"s occur before "x"'s. When moving downward or to the 

left, each site has a minus sign from rule (a) and a minus 

sign from rule (b). They cancel in pairs. Next consider what 

happens, when one goes around a corner. There are eight different 

types (see fig. 15) [two orientations times the four basic corners 

of fig. (lO)]. They are oriented because we are moving around 

the polygon in a particular direction. Figure 15 summarizes the 

results: only corners of types d and d lead to a minus sign. 

Now use the following theorem (which is easily proved by induction 

on the area 01' P): Let m , m. , etc. be the number of type a, 

type b, etc. corners occurring in an oriented non-self-intersecting 

polygon, P . If P is counterclockwise oriented then 
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m 

a 
m-a = 1 J 

\ - m. 
b 

= 1 • 

m c - m 
C 

= 1 » 

m 
d - m_ 

d 
= 1 • 

(B.l) 

md "a 
This implies that the sign due to corners is (-1) (-1) = - 1 . 

For clockwise oriented, P, the theorem holds with a «—»a , 

b <—»i , etc. Rules (a) and(b) therefore result in one minus 

sign which when combined with the minus sign of rule(c) gives pn 

overall plus sign. 

Now consider an oriented self-intersecting polygon, P . 

It may be constructed from non-intersecting ones by the pasting 

construction of fig. 16. The order of the operators in P is 

indicated in Figure 17a. When they are regrouped into the forms 

occurring in the non-self-intersecting polygons (Figures 17b and 

17c) which "compose" P, a minus sign results for each intersection 

as Figure 17 illustrates. 

Finally, the result holds for multipolygonal configurations 

because pairs of polygons can only intersect an even number of 

times. Summarizing, an extra minus occurs for each intersection 

(fig. llh). 
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Figure 1. The dijner operators: (a) Tae horizontal dimer operator, 

1W!fcrB,,a+lB1,a+lB' a n d ^ B l e v e r t i c a l diner operator 
t t 

lop'kzplap+i'bp+i • 
Figure 2. The two-dimensional lattice used for the Ising model: 

(a) Each site has been replaced by four sites, and 
(b) The notation used to label sites. The pair, 
(a,B) , labels the group and "Right", "Up", "Left", 
and "Down" are used to label types. 

Figure 3. Bloch wall operators: (a) The horizontal dimer operator, 
R R̂ " L L°^ 

''ap^ap^o+isla+ip ' a n d ^ T h e v e r t i c a l dimer operator, 
U UT 3> Dt 
\<BT1ae'1a£>+l,,ae+l ' 

Figure h. The eight possibilities which can happen at a vertex. 
In each case, the operator on the right will produce 
the dimer configuration on the left. Figures (a) - (g) 
represent the seven terms in eq. (3.11). To these one 
must add the last term which is the unity operator. 

Figure 5. The lattice plane reorganized into groups of four sites 
each. Each unit is labelled by a pair of integers 
(a,B) and each of the four sites in a unit are labelled 
by 1>2<3> o r *••• Sites of type 1 and 3 are called odd 
sites, whereas sites of type 2 and h ai . even sites. 

Figure 6. (a) The eight bonds corresponding to the eight terms 
in eq. (4.2). Each of these operators create A-dimers 
and is weighted by a z factor. The arrows indicate 
the order of the TJ'S (see fig. 7.). (b) The B-dimer 
operators which make up the B-dimer action, A 
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Figure 7. The use of arrows to indicate operator ordering. On 

the left-hand side is the operator, T\ \ , which 

equals minus the right-hand side operator, T)i)̂  . The 

arrow originates from the first anticommuting variable 

and terminates on the second one. 

Figure 8. Sign rules. The rules for evaluating the sign of a 

"dimer loop" are as follows: Pick an initial "o" 

or "x" (here, "o" is chosen at A) and proceed 

around the loop (here, counterclockwise). There is 

a) a minus sign for each "x" occurring before an 

"o" (the point, B), b) a minus sign for each arrow 

in the opposite direction (the bond, C), and finally 

c) a minus sign if one begins with an "x". In this 

figure the sign is positive. 

Figure 9- Bloch wall operators: (a) is the graphical representation 

°f "Uat^i = which occurs in eq. [h.k) and produces a 
Ctp CH"Xp 

horizontal Block wall; (b) is the vertical Bloch wall 

operator, r^ ^ . 

Figure 10. The corner operators in eq. (b.h). In all cases they 

occur at the (a,s) site, that is corner operators 

only change the direction of a curve; they do not 

connect neighboring sites. Although one could use 

labels to distinguish horizontal and vertical variables, 

it's easier to use the following convention: if an "o" 

or an "x" has a horizontal line coming into orout of 

it, it is a horizontal variable; on the other hand 

vertical variables have vertical lines flowing into or 



27 
out of them. For example, (a) involves a horizontal 

"x" or TI and a vertical "o" or i) . The arrow 
ht v 

indicates the order, so that this term is 1 a R
,) aa > the 

first term in A
c o r n e r of eQ- ('»•'•)• V°), (c), and (d) 

are the other three terms. 

Figure 11. The eight possible configurations that can occur at a 

site. When disorder variables are used [eq. (3-8)], the 

first two columns represent corresponding spin 

configurations. In obtaining the weights of column k a 

(-1) factor has been included from the (-1) of eq. 

(4-3). The minus signs in (b) through (g) may be 

eliminated because i) there are always an even number of 

(b) and (c) configurationa and ii) corners (d) and (f) 

as well as (e) and (g) occur in pairs. Alternatively, 

one could redefine the b's and a's in eq. (b.k) to 

have minus signs. Configuration (h) has an extra minus 

sign due to reordering of anticommuting variables as 

described in Appendix B. The numbers in column h are 

easily obtained: For example, the b of (b) is 

obtained because a vertical bond enters and exits the 

vertical site and a horizontal monomer with b must 

fill the empty horizontal site. 

Figure 12. Intersections. The double corners of figs, (a) and (b) 

are not allowed by eq. (4.J). When four lines meet at 

a site they must pass directly through as in fig. (c). 
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Figure 13. A typical dimer pair. The sign of this pair is plus 
t t t t 

since V s V i T + W s I s -

Figure 14. The two types of polygons. Type 1 [fig. (a)] is 

characterized by the fact that n occurs at ee.ch 

site when going counterclockwise arount the polygon. 

Alternatively, as one goes around the curve the "x" 

occurs before the "o" in a given dimer. For type 2 

[fig. (b)], 1 1 products occur at each site. The 

parity of this polygon will be even if all elementary 

polygons are counterclockwise odd. The assignment of 

arrows in fig. (6) does make all elementary squares 

of odd parity. 
Figure 15. The eight oriented corners and the minus sign factors 

associated with them. 

Figure 16. The pasting construction. Polygon, P, may be 

obtained from two (possibly self-intersecting) polygons, 

P and P„ , by cutting open the corners and rejoining. 

There are four (two different types of pairs of corners 

times two orientations) possible pasting constructions. 

Figure 17. How the minus sign arrises. This is just a "fermion" 
statistics effect. The order of operators in an 
intersection of P is indicated in Figure (a) and is 
(ill*) (IQIIJ " w h e n p i s decomposed into non-inter­
secting polygons as in Figure 16, the order of the 
operators is that of (b) or (c). For case (b), 

(\%)(ijru) = - (lin5)(l|lj,.)j that is, there is a 

minus sign relative to (a). For case (c), (lplTKl],Tl ) 

is also - (tlji5)(i)|r)4) . 
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CHAPTER II 

THE USE OF ANTICOMMUTING VARIABLE 
INTEGRALS IN STATISTICAL MECHANICS II 
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I. INTRODUCTIOH 

In the first paper ) (to be referred to as I) certain partition 

functions are represented ao fermionic-like lattice field theories 

using Grassmann integrals. This allows one to use powerful field 

theory methods to attack statistical mechanics problems. Several 

models had quadratic action representations. Among these were 

the two-dimensional Ising model and the two-dimensional square 

lattice dimer problem. They are pseudo-free theories and are exactly 

solvable. In this paper, these two partition functions are explicitly 

computed (Sec. II). This is a straightforward calculation: one 

transforms to momentum space just as one would do with a free field 

theory. This partically diagonalizes the problem; it breaks up 

into a product of It x h determinants. Next, graphical methods 

are introduced to organize the algebra (Sec. III). They are useful 

because they are systematic and pictorial. Section IV considers the 

general class of solvable 2-dimensional close-packed dimer problems 

on various lattices. A set of rules are derived which quickly 

compute partition functions. These rules are illustrated using the 

square lattice and applied to the hexangonal lattice. Next, the 

rules are extended to general pseudo-free theories. This means 

that, given any quadratic action, there is a simple systematic 

calculational procedure. For the free fermion model anticommuting 

variable correlations are calculated (Sec. V). They are first 

considered in momentum space where the computations reduce to 

solving modified miniature dimer problems. The Ising model is 

included in the free fermion model, so that the results of Sec. V 

can be used to calculate spin correlations. Section VI exemplifies 
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th:'s by considering two horizontal spins. The approach generalizes 

so that one may, in principle, compute the vacuum expectation value 

of an arbitrary number of spins, although the form of the answer is 

cumbersome. This is because spin variables, which are the physical 

variables, are complicated functions of the antieommuting variables, 

which are the mathematical variables in terms of which computations 

are simple. 

Paper I was a pedagogical introduction to Grassmann integral 

techniques. It emphasized how to use anticommuting variables and 

how to express partition functions as fermionic-like field theories. 

This paper emphasizes computational methods. It illustrates how to 

calculate partition functions and correlation functions. It provides 

graphical rules which simplify complicated calculations. 

This paper considers only solvable models. They form the 

testing ground to see how and if the techniques work. They also 

form a solid foundation upon which unsolved problems may be attacked 

by approximation methods. The real power of anticommuting variables 

will come when they are applied to these unsolved models. 

II. THE PARTITION FUNCTIONS FOE THE DBJER AND ISESG MODELS. 

In paper I, the two-dimensional Ising model was represented 

as a Grassmann integral over a pseudo-free fermionic-like action. A 

similar representation was obtained for the close-packed dimer problem. 

By pseudo-free action, I mean a quadratic action. Such theories are 

solvable by the same methods that solve free theories: transform to 

momentum space. This partially diagonalizes the problem because of 

translational invariance. What results is a product of Pfaffians of 

4T x 4T dimensional matrices. The variable, T, is the number of 



T)'S and i) s per site. If bilinears occur as TJTI S the problem 

simplifies to a product of determinants of T x T dimensional 

matrices. This is why it is important that the number of variables 

per site not be too large. 

I will always choose a to range from -M to M and £ to 

range from -N to N, so that there are (2N + l}rows and (2M + l) 

columns. In the Ising model there are (2M + l)(2M + 1) sites, 

whereas in the dimer problem, there were 1* sites per (a, p) unit 

so that there are 4(2H + l)(2fo + l) sites in all. 

Going to momentum space means writing 

r v ^ 1 1 „ „ / £nias , 2nigt '} r 

„ r + - V 1 1 „_ /-2nias 2gigt \ r + 

V = 2, ^ . ^ 6 X P \2M + 1 " 2K + 1 j a s t 

(2.1) 

In eq. (i.l) a and a . are an equivalent set of anticommuting 

variables; s ranges from -M to M and £ ranges from -N to N. 

The determinant of this transformation is one. One should think in 

terms of the correspondence: 

(a, p) <-» (x, y) , 

(2.2) 

( 2MTT ' 2n"+ 1 ) *~* (px' V 
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The variables s and t are simply momentum variables. Equation 

(2.1) implies periodic boundary conditions. Trese conditions will 
p always be chosen, so that one is working on a torus ). 

Eq'ation (2.1) implies the following useful formulae: 

,t - _ q t r 

2»- \tp lap _ ES:t "st 
ap st 

E Q+ i «-« "l* r / 2iris \ 

V ' J + 1 P = E a s t a st e ' i T I ' 
ap st V ' 

E «Iip =£a*ta^*p(i^), 
Q P st V 

Z q r *j—> a ' r / 2itit \ 

^ V + i = Z a s t a s t e 3 ? p \ 2 ¥ T T / , OP St 

V 9 r+ V q r T / - 2 n i t \ 
2- W u = ~ a s t a s t exp\WTT)> 
op s t ^ ' 

E q r T-« q r 

lap V = E a s t a-s-t 
ap st 

t + + t 
S q 1 r ' v"» 1 r ' 

V lap = E a s t a - s - t 
ap st 

(2 .3) 



The variables, q and r, refer to the types of anticommuting 

variables. The "operator" exp ( + ) is like the quantum 

mechanical operator exp (iA x p ) which shifts one unit in the 

x-direction. 

Let us first solve the close-packed dimer problem. The square 

of the partion function has the representation given by eqs. (i.U.l) 

and (I. 14.2). Using eqs. (2.l) and (c.3) 

Zdimer(zh'zv) " / d a d a + e ^ k ) > 

A " £ Ast 
st 

A st 
T /l 2 + !»*• 3 \ / 2 + 3 4 t 1 \ 

" I *h (astast + ast astl + zv (astast + ast ast) 

+ z. 

I r r term with a . and a interchanged and 

exponents conjugated] . 

A B In going from paper I to eq. (d.h) I have set z. = z = z. 
^ A B and z y = z y = z v 

The integrals over each (s,t) can be done individually using 

eq. (I. 2.6) yielding the determinant of the following martix: 
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M s t = ' ' h - s ° V* ° I ' ( 2 " 5 ) 

with 

(2.6) 

h s ^ n l 1 " e x p snri) 

\ • ^ ( ^ e x P 2 r n : / 

^ M s t • < h s h - s

 + V - / • [<2 - 2 »• g r M + < 2 - 2 â vf-
(2.7) 

The total answer is the product of these determinants: 
M N , M N 

aimer (vi) - T[ TT d e t "•*= exp! S SiM d e t v 
SJ-M tJ-N ( s=-M t—N ) 

(2.8) 

The free energy per unit site in the thermodynamic limit, 
f • - kT £n Z , becomes 

-&f = ̂ f ST / ife i n [ ( 2 " 2 c o s p x , *h + ( 2 - 2 c o s p y ) z v l > 
- T t -It 

(2.9) 
which agrees with the well-known answer ' '•*' ). In obtaining 
eq. (2.9) sums have been replaced by integrals in the standard way 
and p x = J2S__ and p y = J 2 ^ . Finally the factor of | is 
due to fact that there are 4(2N + l)(2M + 1) sites. 
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Now consider the two-dimensional Ising model, which can be 

related to the partition function for closed polygons (reviewed 
in Section III of paper I). The corresponding action is given 
by eq. (I. 1*.4). In calculating the partition function, any values 
of b's and a's satisfying b = ± l, b = ± 1, a.a = 1, a„a. = 1, 
may be used. For convenience choose b.= b = 1, a. = a, = 1, and 
a, = - e. = i . Equations (I. k.h), (2.1), and (2.5) result in the 
action 

A - \"̂  A 
closed polygons ~ £~t s t ' s t 

s t 
t . h T h , 2jris_i _, v T v , 2itit , 

V s t a s t e x P <aTTT> + V s t a s t e x P (WTl) 

* a * V + + a V ! a h

+ + i a h ! a v + . + i a v

+ a h + a > v ! + **.»' I. (2.10) s t s t s t s t s t - s - t s t - s - t s t s t s t =+ i v ' 
n aht] 
st st r 

The (s,t) variables mix with (-s, -t) variables. Therefore, 
after doing the integrations, eq. (2.10) will result in a product of 
Pfaffians of 8 x 8 dimensional matrices. However, transforming 

a 4. -> a j. st st 

a 4. -* -a 4., st st' 

(2-11) 

for both horizontal and verical variables, the action, (except for A 0 0 ) 
becomes of aa form (this would not have worked for the choice 

% " a2 " 1 ) : 



st [. h h + v v+ 
V 3 t a s t + vt ast ast 

v .h* h v + . h vt v n+ 
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(£.12) 

where 

h s = 1 - ̂  exp ( g n n ) 

v t = 1 - z v exp (a T T T ) 

(2.13) 

By eq. (I. 2.6) the integration over (s,t) and (-s, -t) variables 
is the determinant of the following matrix: 

det M s t = h sh_ sv tv_ t - (hs + h s)(v t + v. t) + h 

- (1 + 4)U + § * 2(1 - * X cos ĝ ffij 

+ 2(1 - zfa COS g i S S - . ( 2 . 1 5 ) 

The (o?o) integral must be done separately and gives -(det MQQ) / 
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closed polygon T T ( d e t v 1 / 2 , 
St 

>xp ? y ^ n (det Mgt) , 
st J 

-> exp | (2N + 1)(2M + 1) (|) J J ^ f 
dp /."dp 

2it 

K in [1 + *jj)(l + Zv } + 2 ( 1 " z v ) z h c o s P x

 + 2 ( 1 " \ K c o s py] 

(2.16) 

The exponent, l/2, compensates for double counting (s,t) and 

(-s, -t). In the last step of eq. (2.16) the thermodynamic limit 

has been taken. The angular integration variables, p and p , 

are simply momentum variables. Equations (2.16), (I. 3.7), and 

(L3.B) [or (I. 3.9)] yield the famous Onsager result ) for the free 

energy per unit site 

it , n 

6 f _I f fk. f 
p Ising ~ V J 2it J 

dp 
cosh 2pJ cosh 2pJ. 

(2.17) 
+ sinh 20 J, cos p + sinh 2BJ cos p h x v *y 

III. GRAPHICAL EVALUATION OF PARTITION FUNCTIONS 

In this section I will introduce a graphical method to calculate 

partition functions. Later, it will be extended to correlation 
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functions. I do this because when the number, T, of variables 

at a site becomes large, the evaluation of Pfaffians and determinants 

becomes cumbersome. It is important to have a systematic approach. 

I will introduce a diagrammatic method which organizes the algebraic 

computations. For the models dealt with so far, it will seem 

superfluous; however, when more complicated models are encountered, 

it will be quite useful. The one danger is the possibility of 

overlooking a graph. 

Consider A in eq. (2.k). It is like a miniature dimer 

problem on four sites. The first and second brackets [or the left 

hand side of eq. (2.1*)] correspond respectively to the dimers of 

figs, la and lb. Together they form the miniature dimer problem 

of fig. lc. Figure 2 gives the four possible coverings of fig. lc 

and their weights. Overall signs are determined by the rules of 

fig. (1.8). The sum of these diagrams yields eq. (2.7) as it should. 

Let us now solve the generalized closed polygon problem 

given by (I. h.h), using the diagrammatic approach. This model 
Q 

is called the free-fermion model ). This problem has been solved 

by expressing the partition function as a product of fermion creation 

and annihilation operators acting on a vacuum ). This is the reason 

for the name free-fermion. The method of reference 9 is, however, 

different from the one used here. In particular, anticommuting 
r s + 

variables satisfy (T) ,T) ] « 0 and cannot be thought of creation and 
r f s+> 

annihilation operators which satisfy [• , • J = & 
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In momentum space the action of eq. ( I . h.k) becomes 

A -
free fermion 

Z r h + h / 2jtis \ v*~ v / 2nit \ 

[ z h a

s t a

s t e x p < 2 M - n : ) + v s t

a

s t eMw7T) s,t 

v h 
1 dt st 3 st st 2 st -s-t h st -s-t 

k a h . h ! + b a v
t a v t

+ 1 h st st v st st J 

If (s,t) and (-s, -t) variables are grouped together, the 

miniature dimer problem associated with eq. (3.1) is illustrated 

in fig. 5. There are nine possible coverings as fig. h shows. The 

sum of these is 

L (dH-i > wh:) - h

s

h - sV-t - a i a

3 ( V t + h - s

v -t) 

where 

(3.2) 

a

2 M h s v - t + h - s v t ) + ( a l a 3 + &2akf • 

(3-3) 
v t = b y - z v exp ( J 2 ^ ) , 
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- 2 ( v 3

 + **\) K - v° s M)(\ - v»» M) 

+ 2 ^ - a 2 a J Z h S v sin JSf_ 1 sin J ^ 

<3.>0 
+ ( Y 5

+ a A ) 2 ] • 

The partition function is 

Zfree fer.ion " ( 7 T L ( E ' t ) ) l / 2 ' ( ^ > 
* st ' 

which becomes in the thermodynamic limit 

-e ffree f e r m i o n ' i f I T / 2 ^ i n L < V V ' ( 3 " 6 ) 

- J I - i t 

where L is given by eq. ($.k). The factor of 1/2 is due to 

double counting of (s,t) and (-s, -t). Equations (3-^) and (3.6) 

agree with the known result ' ). 

IV. SOLVABLE THO-DIMENSIONAL DMER PROBLEMS 

This section considers solvable two-dimensional dimer 

problems. By solvable, I mean solvable by the usual Pfaffian methods ). 

The models will be translated into Grassmann integral form, from which 

a series of graphical rules will be derived. The treatment used 

here does not differ from the usual Pfaffian treatment. What is 

gained is a simple graphical approach which allows one to rapidly solve 
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a dimer problem. Furthermore, the diagrammatic methods extend to any 

pseudo-free field theory. This section serves as a pedagogical 

introduction to graphical methods. 

I refer the reader to the standard method of solution ). 

There are two key points: 

I. Solvability Condition. A planar dimer problem is solvabJe 

if its bonds may be oriented so that every elementary polygon is 

clockwise odd. Planar means it may be drawn on a piece of paper 

so that bonds do not .oss. The bonds are then given an orientation. 

The direction is usually denoted by an arrow. A polygon is clockwise 

odd, if when traversing clockwise, one encounters an odd number of 

bonds oriented in the opposite direction. An elementary polygon is 

a nor, self-intersecting polygon made up of bonds which has no bonds 

in its interior. 

II. The Method of Solution. FXK a standard B configuration 

which covers the lattice. Each covering (these new ones will be called 

A coverings)when combined with tbe B configuration results in a 

set of closed polygons and isolated dimer pairs, the partition function 

of which has a Pfaffian representation. 

Condition I and Observation II make the problem solvable by 

Pfaffian methods'1. 

For every model satisfying I, the Method of Solution II can 

be translated into Grassmann integral form: A bond oriented from 

point, P, to point, Q, upon which on A-dimer may be placed 

corresponds to a term W in the action (see fig. 5a). A standard 

B-bond between P and ft corresponds to a term lllp (see fig. sb). 

A-dimer operators are ordered with the graph orientations, whereas 
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B-dimer operators are ordered oppositely to the graph orientations. 

The action is schematically of the form 

dimer 
A-dimers B-dimers 

The Boltzmann factors of A-dimers are z., whereas B-dimers have 

unit Boltzmann factors. It is not hard to see that this action 

produces the closed polygons and isolated dimer pairs used in the 

Method of Solution II. The signs are all positive because of 

Condition I. This may be proved by induction on the length of a 

polygon and employing Kasteleyn's theorem ). Figure 6a illustrates 

one set of orientations on a square lattice which makes every 

elementary polyson clockwise odd. Figures6b and 6c show the A-dimers 

and a standard B-dimer configuration consisting of horizontal Aimers. 

It is convenient to group the sites in units of four E.S in fig. (1.5). 

The corresponding action is 

Adimer " ] C PhV V + Z v V p ^ + V ^ + vWip 

+ VtpTa+ie + V^eWf}+ zvV+iV + V^VfiJ (4.2) 

E r 2 + i + 3+^+l 
op 

where the notation is that of Paper I (sees. Ill and IV). Some dimer 

problems satisfy 
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Simplifying Condition C. A graph satisfies Simplifying 

Condition C if vertices can be grouped into two sets (which I call 

odd and even) such that no two odd (or even) vertices have a bond 

in common. 

When this condition is satisfied, transform TJ —» TJ ' and 

TJ' —* TJ at all even sites. This makes the bilinears in the action 

of the form TJT) ', the partition function becomes a product of 

determinants rather than Pfaffians, the graphical rules simplify, 

and calculations are easier to do. Figure 7 shows the rectangular 

lattice after this transformation. 

Graphical Rules When Condition C Holds 

or 

Rules When Bilinears Are of Tin form 

1. Group vertices into repeating units that fill a square 

array. Use (a^) to label the units and use r = 1,2,3, •••, T 

to label the different vertices within a unit. Figure (1.5) is an 

example for the square lattice. 

2. Consider one unit, U. There are two kinds of bonds: 

(a) those which are contained within U and (b) those which go from 

U to some other unit. Of the latter, [(b)], for every bond which 

goes from a type rvertex in U to a type q vertex in anot\er unit, 

there is one bond which goes from a type r vertex in another unit 

to a type q vertex in U. Thus, they occur in pairs. Half are 

to be included in U and the others ignored and erased. Figure 8 

illustrates this for the square lattice. 
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3. Keep (a) type bonds as they are. For a (b) type bond 

which goes from an r in U to a q in another unit, "fold" 
it back into U, so that it goes from r to q within U (see fig. ;}. 
If q is on "o" located in a unit m horizontal spaces to the 
right and n spaces upward (m and n may be negative) multiply the 
bond weight by 

exp (impx + i:py) . (l».j) 

If q is an "x" multiply the bond weight by the complex conjugate 
of eq. C».5), that is 

exp (- imp x - inp y) . [h.k) 

Figure 9 illustrates this. Figure 10 shows all the weights in the 
square lattice example after Hule J has been carried out. 

h. Rules 1 through 5 result in a miniature dimer problem. 
Solve it by finding all coverings and their weights (see fig. 11 
for the square lattice). Call the sum of the diagrams L(p , p ) . 
The free energy per site, f, is 

. /• dp /• dp 

The factor of ;r occurs because there are T sites per unit. 
Figures 12-15 illustrate the solution for the hexangonal 

lattice dimer problem. Figure 12 shows the lattice, the bond 
orientations, the units of eight vertices, and the even and odd 
sites. The "horizontal" direction is in the x-direction; the'vertical" 
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direction is in the y-direction. Both these directions are also 

shown in Figure 12 (one must tilt the figure a bit). There are 

three Boltzmann factors, z. , z , and z , corresponding to the 

three directions in which bonds may point. The Boltzmann factors, 

the A-dimers, and the standard B-dimer configuration are shown in 

Figure 13. The folded-over miniature dimer problem is shown in 

Figure Ik. The possible coveringsand their values are given in 

Figure 1J. The result is eq. (4.6) with 1 = 8 and 

L(P X, P y) = Zj, + z x exp(- 2ipy_) + z y exp(2ipy) 

(k.6) 
00 2 2 ? ? 2z, z exp(- ip ) + 2z, z exp (ip ) - 2z z exp(ip - ip ) h x x h y * *y x y y x 

Graphical Rules When Condition C Fails 

or 

Rules When Bilinears Are of TITI and T) n Form 

These rules will be exemplified by treating the square latcice 

dimer problem of eq. {k.2). Although Condition C is satisfied, the 

simplifying transformation will not be performed. Thus the action 

will be eq. {k.2) as it stands. Figures 6b and 6c show the A and 

B dimers. 

1. Same as above. 

2. Same as above. 

3. Draw two copies of U (see fig. 16). Call them U-. and IL. 

For (a) type bonds going from r to q draw two lines: one from 

r in U, to q in U and one from r in U to q in U-
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(see fig. 17). For T)T) diners (i.e. A-dimers) of (b) type originating 

at an r in U and terminating at a q in another unit, again 

draw two lines. First draw one from r in U, to q in U-

and multiply its weight by exp(- imp - inp ), then draw one from 

r in U to q in U and multiply its weight by exp (imp + inp ) 2 1 x y 
(see fig. 18). For T) TJT dimers (i.e. B-dimers) do the same as 

for Tjr| dimers but multiply weights by the complex conjugated 

phase factors of the T\T\ case (see fig. 18). In all cases, if 

bonds are oriented from r to q they remain so, regardless of 

whether they go from IK to U„ or U- to U, . Figure 19 shows 

the resulting weights for the square lattice. 

4. Solve the miniature dimer problem (see fig. 20) and call 

the result L(p , p ). The free energy per unit site is 

(4.7) * - k f I 2 / J *L(px,Py> 
-n -n 

Graphical Rules For A General Pseudo-Free Theory 
4- + + 

In general, there will be T)T|', I,T), and T|'T)' products. 
Two copies, U and U„, of U are to be drawn. Follow the 

+ + t 

second set of rules, 1,2,3, for T)T) and T)"r|' products. For TJT| 

terms use rule 3 of the first set for the TĴ  copy of U but for U 

use complex conjugated phase factors. Finally, use eq. (4.7) and rule 

4. Figures 3 and 4 illustrate this for the action given in eq. (I. 4.4). 
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V. ANTICOMMUTING VARIABLE CORRELATIONS 

This section will compute the anticommuting variable 

correlations (or "propagators") for the free fermio- model [eq. (I. Wt)l 

The configurations and their weights were given in fig. I. 11. 

In addition, there are z. and z Boltzmann factors for each unit 

of horizontal and vertical Bloch wall. 

The correlation functions will first be calculated in 

momentum space and then in coordinate space. It will be done 

graphically. The variables s and t will be used instead of 

p and p . The two are related by eq. (2.2). 
X ' t t 

Consider (a a t ) . The operator a +%t P l a o e s a dimer 

between the "0" and "x" at the horizontal (s, t) site. 

Unlike exp (a .a ), however, one must use it. Therefore, 

Z(a .a .) is related to the miniature dimer problem (MDP)of fig. 3, 

where one inserts a "superbond" and erases all other bonds which connect 

to the (s,t) horizontal sites. The result is the modified miniature dimer 
h h* problem (MMDP) of fig.21(a). Qboalculate (a"a" ) take the value of 

the MMDP and divide it by the value of the MDP of fig. 5. 

General Rules For Calculating Momentum Space 

Correlation Functions 

1. Obtain the MDP using the rules of the last section. 

Since s and t variables are used rewrite, p and p in terms 

of s and t using the correspondence of eq. (2.2). Calculate the 

value of the MDP and call it D(s, t) = L( P j £, p y) = l ( ^ f , Jjjj) 
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1 2 

2. Let a* and a denote two generic anticommuting 
1 2 variables in the MDP of rule 1. To calculate (a a } draw 

a superbond from 1 to 2 and assign it unit weight. Erase all 

bonds involving the 1 and 2 variables. This is the MMDP. Call 

its value N(s, t). Then 

< a V ) = N(s, t) / D(s, t) . (5.1) 

Figures 21-24 calculate the non-zero (aaT) free fermion 

correlations, by showing first the MMDP and then its coverings. 

In these figures, the upper left and upper right variables are 

respectively a t , a ., and a ., a „ . . The lower left and 
SX ST* —S—TJ — S— Tt 

lower right pairs are a . , a ., and a . , a . The bond weights 

are those of Figure 3. The superbonds, denoted by darker lines, 

have unit weight. Figure 25 shows the MMDP's for the (aa') 

correlations which have no coverings. They have zero value. Figures 

26-28 and Figures 29-31 calculate the non-zero (aa) and (a a j 

correlations. Finally fig. 32 shows the MMDP's for the two 

remaining correlations which have no coverings. The tabulated 

results are 

<astasl> = < h-sV-t - al a3 vt " W - t ) / D < s ' *> < F i*- 2 1 > ' (5-2) 

Ktalt> " (bsh-sv-t " al a
3
hs - W - . * / D< s' *) <Fi«- 22>> (5.3) 

< ast aIt } = alKs V-t " ( al a3 + VVi / D(s' t J (Fig* 25)' (5-4) 

<*>£> " a3lh-sv-t " <ala3 + "aVl ' D ( s ' t J (Fi«- 2k>> (5-5) 
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< V a - s - t > " ° ( F i 6- 2 5(a)) , (5.6) 

< a s t a - s - t ) " ° ( F 1 6 - 2 5 ( b ) ) ' ( 5 ' 7 ) 

< a s t a - l t } = 0 ( F i g - 2 5 ( c ) ) ' ( 5 ' 6 ) 

< a s ' t a ! s - t ) = ° ( F i g - 25(<i)), (5-9) 

( a s t a - s - t > = a l a 2 ( v t _ v - t } l D ( s > t ) ( F i g ' 2 6 ) ' ( 5 " 1 0 ) 

< a s ' t a - S - t ) = a 2 a 3 ( h - s " V / D ( s ' t ) ( F i g - 2 7 ) ' ( 5 - U ) 

( a I t a -s-t } = a

2 | ( a i a

3

 + a

2 V - V-t ] / D ( s ' *> ( F i g - 2 8 )> (5 ' 1 2 ) 

< a I t S s t ' = ° < F iS- 32(a)), (5.13) 

n t n t 
V - s - t 1 = a 3 a 4 ( v t " v - t^ I D ( s ' t J ( F i g - 2 9 > ' (5-11*) 

v f v t 

< a s t a - s - t> = a A ( h - s - V I D ( s ' *> ( F i g - 5 0 ) ' (5.15) 

< a I t a - s - t > = % K a l a 3 + a 2 % ) " V - t l ! D ( s > t ) ( F i g - 5 1 ) ' (5-16) 

/ V + h f . 
< a s t a s t ' = ° ( F i 8- 3 2 (b)), (5-17) 

where h , v., and D(s, t) are given by eqs. (3-3) and (3-4). 

Of course, correlations involving (s, t) and (s', t') variables 

vanish if neither (s, t) 4 (s', t') nor (s, t) = (- s',-V). 
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To obtain coordinate space correlations, use eg.. (2.1) to express 

ri's in terms of a's, and then use the results of eqs. (5-5)-(5.l8). 
The thermodynamic limit can be taken and the correlations are 

/ dp, / dp„ 

[h(- P x )v (p y )v ( - p y ) - a ^ v f r j - a 2 a u v ( - p y ) ] / I , (p x , p y ) , 

< ^ r > • / & / & "• fi(a -•' K + ^-*' > * y ] >< 

(5-18) 

r 1 , ( 5 - 1 9 ) 

[ h ( p x ) h ( - p x ) v ( - p y ) - a 1 a 5 h ( p x ) - a £ a 4 h ( - P j c ) J / L(p x , p y ) , 

< W V > " / £ ( £ e x p [ i ( a - a . ) P x + i ( P - P ' ) p y ] x 

a 1 | h ( - P x )v ( - p y ) - ( a ^ + a g a 4 ) ] / L(p x , p y ) , (5.20) 

< i v , > - / 5 s / I 1 «* I 1 ' 0 - a'^x + * to " P ' JPJ * 
- n - it 

a 5 [ h ( - p x ) v ( - p y ) - ( a ^ + a 2 a 4 ) j / L (p x , p y ) , (5.21) 

<4VP.> " / ST / £* «* f i ( a - a' ) px + ^ - P'feyi X 

- J T - I T 

V 2 [ v ( p y ) " v ( - p y^ / L ( p x ' V ' ( 5 - 2 2 ) 
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{V&p-^y ST 5 / ^"pf^-a'^+KP-e'teyl,, 
- I I - I t ' 

a 2 a 3 [ h ( " P x 5 " h ( p x ) ] / L ( p x ' Py> ' (5-23) 

< V W ' > = / ? / ^ e x p j U a - a X + K e - ^ j x 
- i t - i t 

a 2 [ ( a l a 3 + a 2 " V " h ( P x ) y ( - Py)j / L ( P X ' p y^ ' ( 5 , 2 4 ) 

<<&&•> " / J / n " 2? exP K " a ) px + ^ ' " ^ y j -

a ? a 4 [v(p y ) - v( - p y ) ] / L(p x , p y ) , (5.25) 

< w 4 > - / ST / S 1 - I '<"' - "K + iCa' - ^ p y ] x 
•Z -IT 

- i t 

a ! a 4 |h (" P x ) " h ( p x ) J ! L ( p x ' V ' ( 5" 2 6 ) 

<<VW- > - f & / S* «* [ i(«' - "K • i(P' - P>Pyj* 
- i t - i t 

& 1 ( [ ( a ^ j + a ^ ) - h (p x )v ( - p y ) ] / L(p x , p y ) , (5.27) 

where 
h ( P x ) " V z h e x p ( i p x ) ' 

(5.28) 
v ( p y ) = b v - z y exp(ip y ) , 

and L i s given by eq. (3 .4) . Equations (5- lS) , (5.19) , (5-20), 

(5.21), (5-22), (5.23), (5-24), (5.25), (5-26), and (5.27) are 

respectively obtained from eqs. (5-2), (5-3), (5-4) , (5-5) , (5.10), 

(5.11), (5.12), (5-14), (5-15), and (5.16) by replacing h and v t 
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by the corresponding momentum valued functions of eg.. (5.28). The 
factors exp |i(a - a')pj and exp I i(p -P')Pvj in «js. (5.18) -
(5.24) are translation operators. Equations (5.25) - (5.27) have 
conjugated translation factors because daggered variables are involved. 

Equations (5.18) - (5.27) are the coordinate-space anticommuting 
variable correlation functions for the free fermion model. 

VI. THE ISING- MODEL CORRELATION FUNCTIONS 
This section will calculated the correlation function of two 

spin variables in the same row. It will be compared to the known 
result as a check on anticommuting variable techniques. Two 
horizontal spins are chosen for illustrative purposes only. The approach 
extends to an arbitrary pair; in fact, the vacuum expectation value of 
several <j's c&n be computed. The only drawback is the cumbersome 
form of the answer: a Pfaffian of (in general) large size. In short, 
everything you ever wanted to know about the Ising model is 
expressible as a Pfaffian. 

We will need the free fermion anticommuting variable 
correlations [eqs. (5.18) - (5.27)]. Bond variables will be used, in 
which case the Ising model is related to the free fermion (or closed -
polygon) partition function by eqs. (I. 3.7) and (I. 3.9), when 

a l " a 2 = a
3
 = \ = \ = \ = _ 1 • ( 6' 1 ) 

The weights of configurations are given in fig. I.11. These values 
must be used (as opposed to the less restrictive conditions 

2 2 a.a = a 2 a k = & v
 = bv, = l) because correlation functions, unlike the 

the partition function, need not have the same number of a. and a 
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type corners, a £ and a, type corners, etc. This is obvious 

from eqs. (5.I8) - (5.27) where correlations are not simply functions 

of a ^ , a 2a^, etc. 

Spin variable correlation functions can be considered as 

partition functions on a defective lattice ). I refer the reader 

to reference 5, p. 248 - 257. This means that spin correlations are 

(up to multiplicative constants) the partition functions of Ising 

models with modified Bloch wall Boltzmann factors along selected 

paths. For example, Z,. . (a. _o ,, „} is z. times the Ising r Ising 1,0 m + 1 , O h 
model with the usual z. and z Boltzmann factors for all Bloch h v 
walls except for the horizontal ones between (1,0) and (m + 1, 0) 

where z. is the Boltzmann factor. This defective lattice 

partition function is obtained by replacing 
m I* m m 

a = l L a = l o s l 
m m r 

[ZJ V&o W 0) J 1 + ' ^ ^ ' { o V i 0 = expl 
~a^l 

so that 

m + 

<"i,ow, 0> = <] !"["» + ( 1 - ̂ w 0] > <6-2> 

Equation (6.2) typifies how spin variable correlations are related 

to anticommuting variable correlations. Equation (6.2) can be 

generalized to the case when the left hand side is the vacuum 

expectation value of several o's . 
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For pseudo-free theories, the following formulas are useful: 

<Y) 2-"1 m> = P* M (for m even), (6.3) 

where 

l j i J 

If U^j > = W^V) = 0 , then 

^ l V a V " I m V = d e t M i j ' 

(6.4) 

(6.5) 

where 

(6.6) 

These formulas are the anologues of Wick's expansion. In eq. (6.3) 
one sums over all pairings of T)'S, the sign of which is determined 
by how many permutations are required to get the IJ'S in paired 
form. 

The vacuum expectation value of an arbitrary product of 
spins is expressible as a linear combination of anticommuting 
variable correlations. These vacuum expectation values can be 
computed using eqs. (5.18) - (5.27) and eq. (6.3). I will demonstrate 
this for two horizontal spins. 

Equations (5-?2) and (5.25) imply ^ o V ^ = ^aoV^ = ° 
for all a and 0. Apply eq. (6.5) to (6.2). The z. term of 

[zh + (1 - ZfcJlao T Q ^ 0 J in eq. (6.2) multiplies the same factor 
as the term in the Wick expansion obtained by contracting 
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\o u l t h W o • T h e r e f o r e 

<%o<Vi, o* - d e t V ( 6 - 7 ) 

where 

Mij - \\> + ^ - ^ l i o V i o > < 6 - 8 > 

/ dp / dp 

" / s r / i ^ K ^ - ^ l (6-8) 
- i t - i t 

jz h - U-zjj) expdp^jh^fryjvi- P y ) -v(p y)-v(-p y)j|/L{p x, p y) . 

In obtaining eq. (6.8), eq. (5.J.8) has been used. Equations (6.7) 
and (6.8) expres's the correlation function c.f two horizontal spins 
as a Toeplitz determinant, as is usually done and yields the correct 
result , 5 ) . 

To calculate the vacuum expectation value of a product of 
spin variables, proceed analogously. It will be equivalent to an 
Ising model on a defective lattice. When expressed in terms of 
anticommuting variables, it will result in an expression of the form 

(6.9) 
(TTo's) = ((c 1 2 + d 1 2n 1n 2)(= 5 4 + d5 1* n5V"' ( <2m-12m + ^2ar.1 a A ^ - i W >• 

In eq. {6.9) n. denotes an anticommuting variable such as 

\Q> \Q> Vl' o r V * T t i e v a r i a b l e s ci i+1 a n d di i+1 " e 

constants determined by the defective lattice. For convenience 
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write d, 1 + 1 = d.d. .; any values of d. satisfying this will do. 

Wick's expansion along witn eq. (6.3) tells us that eq. (6.9) is 

(TTff's) = Pf M i J , (6.10) 

where 

¥ j ( V j ) + 6

i + i j c i i + i ' i o d d 

M,, = / (6.11) ij 
d i d o ( n i V " 6i-i 3ci-i i' i e v e n 

The (nil) correlations are given in eqs. (5.18) - (5.28). 
In principle, all Ising model spin correlations may be 

calculated using the above aethod. The reason they result in such 
cumbersome expressions is the following: The variables which solve 
The Ising model are the V s • They might be called the mathematical 
variables because they represent it as a pseudo-free field theory. 
Correlation functions of anticommuting variables are simple to 
compute. Contrast this with the spin variables. They are the physical 
variables. They are, however, complicated functions of the mathematical 
variables, the i\' s, which means that spin variable computations 
result in cumbersome expressions. In conclusion, there are two types 
of variables, spin variables which have a simple physical interpretation 
but are mathematically awkward to work with and n variables which do 
not hwre as simple a physical interpretation but are easy to work 
with mathematically. 
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VII. SUMMARY 

Here is a summary of these first two papers. The focus of 

attention was solvable two-dimensional statistical mechanics 

models, in particular, the Ising model, the free-fermion model, 

and the close-packed dimer problems. The partition functions 

w e r e expressed as integrals over anticommuting variables. In this 

form they resembled fermionic field theories. The solvable models 

had quadratic actions, which were computed by using irse 

field theory techniques. More importantly, a series of graphical 

rules were derived which allowed one to compute partition 

functions and anticommutins variable correlation functions by solving 

miniature dimer problems. This provided a quick and simple graphical 

calculational approach. Many models can be solved by drawing a few 

diagrams. Finally, I showed b.ow to calculate the vacuum expectation 

value of an arbitrary number of Ising spin variables. 

For the most part, there are no new results. What has been 

gained is a powerful reorganization of old methods. Abstruse Pfaffian 

techniques have been rewritten as a set of simple graphical rules so 

that calculations are straightforward and systematic. The Grassmann 

integral has formulated the problem in terms of a field theory where 

powerful field theory methods have been applied. 

These first tvo papers have dealt with solvable models. One 

need only add a term, 

E. h h' v v • ,„ ,.. 



7k 

to the free-fermion action of eq. ( I . k.k) to break the free-fermion 
Q 

constraint and obtain the general eight vertex model ). This model 

is unsolved. It is an interacting field theory. The approximation 

methods used for interacting field theories can be applied to it. 

Here is where the real power of anticomrauting variables is. Most 

interesting statistical mechanics problems are not solvable; an 

example is the J-d Ising model ' ) . It is important to have viable 

approximation schemes. Such schemes will be obtained via Grassmann 

integrals. Furthermore, they will be, in general, systematic and 

simple. 

In short, these first two papers have formed a testing 

ground for anticommuting variable techniques. They formed a solid 

foundation of solvable models upon which unsolvaMe models can 

be approached. 
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Figure 1. The Miniature Dimer Problem. Figures (a) and (b) are the 
graphical representation of the first and second terms in 
A of eq. (2.k). The h , v , etc. (eq. 2.6) factors 
are the weights of the dimers. The sum of (a) and (b) 
form the miniature dimer problem of (c). 

Figure ?. The Four Possible Coverings. The weights of tr=3e diagrams 
are: (a) (v tv_ t) 2, (b) (.^h^f, (c) (V-sV-t 5' 
(d) (h h_ v.v_ ). The sum yields eq. (2.7). 

Figure 3- The Miniature Dimer Problem for the Free-Fermion model. 
The upper left "o" and "x" are a , a ; the lower 
n *•!. h h .. ... v v left are a ., a .; the upper right are a ., a st' st' " ^ -s-t' -s-t; 
the lover right are a . , a . . The weights of bor.ds 
are as indicated with h and v given by eq. (3-3)• 

Figure h. The Possible Coverings of fig.3. The arrows are shown 
to aid in determining the sign [use rules of fig. (1.8)]. 
The values of there diagrams are (a) (h h_ v v ), 
(b) (- a i a 5h sv t), (c) (- a ia 5h_ sv_ t), (d) ( a ^ a ^ ) , 
(e) (- a 2a 4h sv_ t), (f) (- a^h^v,.), (g) ( a ^ a ^ ) , 
(h) ( a ^ a ^ ) , and (i) ( a ^ a ^ ) . 

Figure 5. The A and B Dimer "Operators. In (a) is a typical bond 
oriented from P to ft. In the action will correspond 
the term 1 P1A as in (b). If a standard B-dimer lies 
on this bond then there is a term i\tr]p as in (c). The 
A-dimers are associated with T\T\ products, whereas 
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B-dimers are associated with lj'ir Pro<iucts. 

Figure 6. Square Lattice Dimer Pro'-lem. Figure (a) shows the 

orientations which make every elementary square clockwise 

odd. Figure (b) represents the A-dimer operators and fig. 

(c) is the standard B-dimer configuration consisting of 

horizontal dimers. 

Figure 7. The Simplifying Transformation. Condition o holds for 

the square lattice of fig. 6. After the transformation 

T/-» I\ at even sites, the dimer operators of figs. 6a and 

6b become those shown here. The B-dimers are drawn above 

the A-dimers. 

Figure 8. Illustration of Rule 2. Figure (a) shows the (a, p) unit. 

There are two B-dimers and four A-dimers entirely contained 

in (a, p). There are eight A-dimers which connect sites 

in (a, 0) to sites in nearby units. They occur in pairs. 
5 2t 

For example, the upper right A-dim^^, TU«'WB+;i > ^ s J-
3 2+ partner, the lower right A-dimer, T£«-I ,VVR ' Rule 2 erases 

one bond from each pair. Figure (b) is an example of what 

results 

Figure 9. Rule 5 for i\i\' Products. Figure (a) shows the two dimers 

of fig. 8b which start in the (a, 0) unit at sites 2 and 3 

and go to the sites 1 and k of the (a + 1 , 0) unit. Rule 3 

says to "fold" these back into the (a, p) unit as shown 

in (b). Let "o" and "x" correspond to the anticommuting 

variables a and a*. Then the aja. bond weight gets 

multiplied by exp(ip ) whereas the a a? weight gets x j ^ 

multiplied by exp(-ip ). 
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Figure 10. The Weights for the Square Lattice. Rule 5 applied to 

fig. 8b results in this figure. The weights of the 

B-dimers remains 1 as indicated. The A-dimer weights 

have contributions from (a) type bonds as well as (b) 

types. When added they result in the factors 

h ^ = I h t l " e x ^ i P ) [ ^ ' v(P y) = % ' ! " exp(ip )], etc. 
Figure 11. The Two Coverings of Figure 10. The value of (a) is 

p 
h(p )h(- p ) = z, (2 - 2 cos p ). The value of (b) is 

p 
v(p )v(- p ) = z ( 2 - 2 cos p ). The sum of these is 

L(p I P )• When put into eq. (U.^), the free energy x y 
per site is obtained. 

Figure 12. The Hexagonal Dimer Problem. This is the hexagonal 

lattice. The above bond orientation., make every elementary 

hexagon clockwise odd. The units are outlined by dotted 

lines. There are eight sites in ^ach, and (a, p) label 

them. This lattice satisfies Simplifying Condition C; 

the odd sites are denoted by larger dots. The x-direction 

is northeast and the y-direction is northwest as 

indicated. 

Figure 15. The Dimer Operators. Figure (a) shows the A-d-'aers and 

their weights. Only half of the "external" dimers have 

been kept in accord with rule 3. Figure (b) shows the 

B-dimers. Their weights are unity. If this B 

configuration is chosen in every unit, then every site is 

covered by a B-dimer. 
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Figure l1*. The Miniatire Dimer Problem. Rule 3 applied to Figure 13 

results in this miniature dimer problem with the indicated 

bond weights. 

Figure 15. The Coveringsof Figure Ik. There are nine coverings. 

Their values are (a) (z h), (b) (z x exp(- 2ij>x)), 

(c) (aj exp(2ipy)), (d) {z\z\ exp(- ip x)), 

(e) (z hz x exp(- ip x)), (f) (zhZy exp(ipy)), 

(g) ( 2 ^ exp(ipy)), (h) (- z xz y exp(ipy - ip x)) and 

(i) (- z z exp(ip - ip„))- The sum of these values 

gives the L(p , p ) of eq. (4.6). x y 
Figure 16. The Two Copies. For the square lattice, U consists of 

four sites. Rule 3 says to draw two copies of U. These 

are labelled U. and Up. The different sites within 

each Uj have been numbered 1,2,5, and h. One should 

think of U as representing (s, t) variables and U 

as representing (-s, -t) variables. 

Figure 17. The ( a)-Type Bonds. In Figure (a), there is an A-dimer 

from fig. 6b and a B-dimer from fig. 6c. Each of these 

results in two dimers, one from U- to Up and one 

from U g to U, as (b) indicates. The orientation 

remains the same, so that the A-dimer in U which goes 

from h to 3, still goes from k to 3 in both cases in 

Figure (b). 

Figure 18. The (b)-1yPe Bonds. Figure (a) shows one r\i\ (b)-type 

bond and one T]Trj"*" (b)-tjpe bond. Although the latter 

does not occur in the standard B configuration of 
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fig. Gc, it has been put in here for illustrative 
purposes. If U is the (a, p) unit then the two 
bonds go from the (a, 9) unit to the (a + 1, g) unit.. 
Both give rise to two dimers in (b) the weights of whici\ 
get multiplied by the indicated phase factors. 

Figure 19- The Resulting Bond Weights. Figure (a) shows the resul'.irm 
A-dimers and their bond weights. Figure (b) shows the 
B-dimers. Their weights are all unity. Here, 
h(px) = zfa[l - exp(ipx)j and v(p ) - zvll - exp(ip1 . 
When superimposed (a) and (b) give rise to a miniature 
dimer problem. 

Figure 20. The Coverings of Figure 19. There are four coverings of 
Figure 19. Their values are (a) [h(p )h(- p )j , 
(b) Cv(py)v(- p y)f, (c) [b(px)h(- px)v(py)v(- p y)., and 
(d) [h(px)h(- px)v(Py)v(- P y ) ] . 

Figure 21. The (a .a ) correlation. Figure (a) is the MMDP. 
Figures (b), (c), and (d) are the coverings. Their values 
are (b) (h_svtv_t), (c) (- a^a^), and (d) (- a ^ v ^ ) . 

Figure 22. The (a .a ) correlation. Figure (a) is the MMDP. st st 
Figures (b), (c), and (d) are the coverings. Their values 
are (b) (h h g v _ t ) , (c) (- a ^ h j , and (d) (- a ^ h ^ X 

Figure 25. The (a
s+a~t) correlation. Figure (a) is the MMDP. Figures 

(b), (c) and (d) are the coverings. Their values are (b) 

(- V ^ ) " (=) (" ai ai a
5)> a n d (d) <alh-sv-t^-

Figure 24. The (ag+a ) correlation. Figure (a) is the MMDP. Figures 
(b), (c), and (d) are the coverings. Their values are (b) 
(- a ga 3a 4), (c) (- a^a,,), and (d) (a5h_gv_t). 
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Figure ?' . The zero (aa') correlations. Figures (a), (b), (c), 

a v a h t

t > , < a V v t

t 

St -S-t ' St -S-t 
and (d) are the MMDP's for the (a^a h_ , } , <a^a v_ ^ ,, 

(ab a h >, and (aV a v .) correlations. None of these st -s-t st -s-t 
MMDP's have any coverings. 

Figure ."'. . The (a a_ __ , correlations. Figure (a) is the MMDP. 

Figures (b) and (c) are the two coverings, ftieir values are 

(b) (& 1» 2v t) and (c) (- a ^ v ^ ) . 

Figure .'". The ( a
s t

a_ s_t• correlation. Figure (a) is the MMDP. 

Figures (b) and (c) are the two coverings. Their values 

are (b) (- a ga h ) and (c) (a?a h_ ). 

Figure '"•- The (a a . correlation. Figure (a) is the MMDP. 

Figures (b), (c), and (d) are the coverings. Their 

values are (b) ( a ^ a ^ ) , (c) ( a ^ a ), and (d) (- a
2
h
s
v_,.X 

Figure ?9- The (a a ,• correlations. Figure (a) is the MMDP. 

Figures (b) and (c) are the coverings. Their values are 

(b) (a3a^vt) and (c) (- a a J tv_ t). 

Figure JO. The (a a_ ; correlation. Figure (a) is the MMDP. 

Figures (b) and (c) are the coverings. Their values are 

(b) (a 1a 1 )h_ s) and (c) (- ^x%\)-

Figure 31. The (a\a . > correlation. Figure (a) is the MMDP. 

Figures (b), (e), and, (d) are the coverings. Their values 

are (b) ( a ^ a ^ ) , (c) ( a ^ a ^ ) , and (d) (- a ^ v ^ ) . 

The (a .a ) and (aVj.a
Bt^ correlations. Figures (a 

and (b) are the MMDP's. Neither has a covering 
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THE PSEUDO-FREE 1 2 8 VERTEX MODEL 
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INTRODUCTION 

Two fundamental papers (Samuel 1978 a, b) (to be referred 

to as I and II) have recently developed a new approach to attacking 

Ising-like spin models and ferroelectric systems. This paper will 

use the new methods to solve a new model called the pseudo-free 128 

vertex model. 

An enormous number of statistical mechanics problems have 

graphical representations. This means that the partition function 

is a sum over graphical configurations appropriately weighted by 

Boltzmann factors. Papers I and II show that it is sometimes 

possible to find a lattice fermonic-like field theory which reproduces 

the graphical configurations with the correct weights. The field 

theory is written in path integral form. The path integral for 

fermionic systems is an anticommuting variable one. Anticommuting 

variables provide a powerful new approach to statistical mechanics 

problems. References I and II were devoted to developing their 

application to interesting systems. These two papers were pedagogical. 

They reviewed the theory of anticommuting variables and developed ways 

of expressing partition functions in terms of them. Graphical methods 

were introduced in II that quickly calculate partition functions and 

anticommuting variable correlation functions. A whole class of 

solvable models were resolved using the new methods as a check that 

they did indeed work. 

This paper is concerned with the pseudo-free 128 vertex 

model. It has 32 free parameters and encompasses a wide range of 

systems. A close relative is the 128 + 8 pseudo-free model. It is 
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even more general with 40 parameters. It is also solved in this paper. 

Papers I and II systematically discussed the anticommuting 

variable techniques. For this reason few details of the 128 vertex 

model calculations are given. The model and the results are simply 

presented. How to overcome various difficulties such as the sign 

problems, how to get vertex weight factors, etc. are straight forward. 

It is suggested that the reader consult references I and II. 

Section II gives a brief description of the pseudo-free 

128 vertex model. Sec. Ill calculates its partition function, and 

Sec IV treats the 128 + 8 pseudo-free vertex model. Finally 

Appendix A discusses the minus sign problem due to anticommuting 

variable reorderinqs. 

It should be mentioned that, in principle, these models can 

be solved using the Pfaffian methods. As noted in reference I, the 

integral over a quadratic action is always a Pfaffian. The anri-

commuting variables have the advantage of easily determining minus 

sign factors, of systematically organizing algebra, and of 

establishing directly a connection with field theory. References to 

Pfaffian methods can be found in I £ II. 

II THE MODEL 

Ising models are, in general, related to closed polygon 

partition functions (CPPF's) where sides may overlap but cannot 

intersect. In such a CPPF, one sums over closed polygons weighting 

the sides by "Bloch wall" Boltzmann factors. The two-dimensional 

Ising model thus has such a representation'. The Ising model is not 

t See the references in I and II. 



the most general model which is easily solvable. The corners of 

polygons may also be weighted, resulting in the so-called free-fermion 

model described by the action of equation {I. 4.4) whose weights 

are given in figure I. 11. Let W be the weight of figure I. lip. 

Then, the following constraint, known as the free-fermion constraint 

is satisfied: W, ,W,W, + W„_.W, , = W,..W,_, + W, w Thus, (a) (h) (b) (c) (d) (f) (e) (g) 
although the free-fermion model is not the most general eight-vertex 

model, it is the most general easily solvable model. 

Slightly more complicated than the basic Ising model would 

be to include one set of diagonal next nearest neighbor interactions. 

Such a system is equivalent to the Ising mcdel on a triangular lattice. 

It is again related to a CPPF. By weighting corners as well as sides, 

a free-fermion generalization, known as the pseudo-free 32 vertex 

model (Satto and Wu 1975) is obtained. Thev have solved this model 

and discussed some of its interestinq submodels and critical 

Phenomenon. 

When both next nearest neiqhbor interactions are included, 

the Isinq model cannot be solved. Spins sit on the sites of a 

square lattice (fiqure la). Bonds are drawn between sites which 

interact (fiqure lb). The four directions inclined, horizontal, 

diagonal, and vertical, are respectively denoted by "i", "h", "d", 

and "v" as shown in figure 2. The polygons of the corresponding 

CPPF are drawn on the lattice of figure la using the bonds of 

figure lb. The number of polygons is arbitrary. Although edges 

may intersect (figure 3a), they are not allowed to overlap 

(figure 3b). Weighting the corners of polygons results in a more 

general CPPP. The most general, easily solvable CPPF of this form is 
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the pseudo-free 128 vertex model. It is the free-fermion generalization 

of the next nearest neighbor Ising model. 

It has 32 parameters which may be varied independently. It 

is: thus a very general model. For example, it includes the pseudo-free 

32 vertex model, which as Sacco and Wu(1975) noted, contains 

interesting models as subcases. Many new models are contained in the 

pseudo-free 128 vertex model. 

As its name implies 128 configurations can happen at a site. 

This is to be compared to the eight vertex model where there are 

only eight. Of course, the solvable pseudo-free 128 vertex model 

does not assign arbitrary weights to all 128 configurations, only 

about one fourth of these are independent. The rest are determined 

by "free-fermion constraints". Vertex models are related to 

ferroelectric systems. From this point of view the pseudo-free 128 

vertex model can be considered as a very general ferroelectric model. 

As discussed in references I & II, the partition function 

can be written as an anticommuting variable integral over an action, 
.128 „,_ ^ . .128 ,128 A . The action consists of three pieces, A ,,, A , and wall corner 
A . They are given by monomer 

d v + v 1 
'o+ie+i + 'SAB^CIB+IJ • 

" e (2 .1) 

128 V" f i + i h* h d + ( 
w a l l = L KVW-A + VWW + z d n a B n < 

V V [ l f* q 2 g t f + 3 g + f 4 g f 1 
L L f f g v r ' a e + c gf^eV + c <*%a\e+ c gfVW J 

A 1 2 8 

corner 
aB (f,g)es 

(2.2) 



no 
.128 A monomer 

V f i i* h h* d dt » vH 
a8 l J 

The n's are anticommuting variables. There are four types 

at each site: inclined, horizontal, diagonal, and vertical ones. 

In addition, there is a daggered and undagger version of each. The 

a and 3 label sites, that is, (a,B) are a site's cartesian 

coordinates. 

The terms in (2.1 J have the qraphical representation of fiqure 

4. The conventions established in references I & II are used: 

daggered variables and undaggered variables correspond to "x"'s 

and "o"'s, the direction of a line entering a variable determines 

whether it is an inclined, horizontal, diagonal, or vertical type, 

and arrows denote the order of bilinears. The constants, z., z, , 
l h 

z,, and z , are the Bloch wall Boltzmann factors. Each inclined, 
d v 
horizontal, diagonal, or vertical unit of wall is weighted by z., z , 

In equation (2.2), S is the following set of ordered pairs: 

S={(i,h), (i,d), (i,v), (h,d), <h,v), (d,v)}. (2.4) 

The set, S, is used so that equation (2.2) can be written 

conc'sely. The constants, c_ (I = 1, 2, 3, 4 and (f' g) es), 
fg 

allow corners to be weighted. Like the z's, their values are at 

one's disposal. There are 24 of them. The terms in (2.2) correspond 

to those of figure 5. It is useful to define 



I l l 

^ 
3 

2 . 
c f g = 

2 
" c g f 

3 . 
c f g = 

I 
c g f 

^ < 

(2 .5) 

for ( f , g ) E S . Then, 

Corner " I I fcf A^aS + * V^B + 7 V n > a e J • ( 2 " 6 ) 

aB fg " 

where the sum is over distinct f and g among the set {i, h, d, v}. 

Equation (2.3) contains the monomer terms and the remaining 

four free parameters, b., b,_, b, r and b . r i h d v 
In a functional integral these three actions draw polygons. 

128 128 128 A ,, draws the walls, A forms corners, and A fills wall corner monomer 
unfilled sites. The integral is an anticommuting variable one over 

the action, A
1 2 f i

: 

A , , p - A 1 2 ! , - A 1 2 8
 + A 1 2 8 ' . (2.7, 128 wall corner monomer 

The psuedo-free 128 vertex model is a fermionic-like pseudo-free 

field theory. 

By expanding the action, the CPPF configurations are obtained. 

Table 1 shows the weights of each vertex configuration after Bloch 

wall Boltzmann factors have been extracted. It turns out that the 

overall sign of a vertex weight is determined by the number of line 

intersections as figure 6 illustrates. The total weight of any 
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polygonal configuration is the product of table 1 vertex weights at 

each site times the Bloch wall Boltzmann factors, z (f = i, h, d, v), 

for each unit of wall. The first page of table 1 has the configurations 

where six edges enter a site; pages two through four contain 

configurations with four lines entering; and page five has those where 

two edges enter. The two remaining configurations, those with zero 

or eight lines entering (boxes 127 and 128}, are placed at the top 

of page two. 

One must be careful of minus signs which result from 

reordering the anticommuting variables. Appendix A proves that the 

overall sign of a closed non self-intersecting polygon is plus. 

The overall sign for intersecting polygons is (-1) , where I is 

the number of intersections. For intersections which occur at a 

vertex the minus sign factors have been included in the weights of 

table 1. There are, however, intersections which do not occur at a 

vertex (see figure 7). An additional minus sign factor roust be 

included for each of these types of intersections. 

The vertex weights are expressed in terms of the following 

coefficients: 

1 c , ef ;g 

2 c „ ef ;g 

4 c . ef ;g 

-I c , ef ;g 

_ 1 1 2 4 = c c „ - c c. , eg gf ge fg 

_ 1 2 2 1 = C C - - C C- , eg gf ge fg 

_ 4 1 1 4 = c c . - c c. , eg gf ge fg 

= b G • c*V. , g ef ef; g 
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1 . 1 1 2 4 1 1 2 4 c . . = c c _ . - c c, . + c . c . - c . c . . ef . -gj eg g f o ge f g ; } e ] ] f ; g ] e f j ; g , 

2 _ 1 2 2 1 1 2 2 1 c , . = c c _ . - c c_ . + c . c . . - c . c - . , e f ; g j eg gf,-j ge f g o e ] 3 f ; g j e f ] ; g 

4 . 4 1 1 4 4 1 1 4 
c , . = c c , . - c c . , + c . c . - c . c . . , e f ;93 eg g f ;3 ge f g ; ] e j ] f ; g ] e tjig 

c , . = c _F . + b . c . + b c . . + c , . , e f ; g ] ef g j 3 e f ; g g o f s } e f ; g 3 

f g 
1 1 2 4 - c . c . + c , c , fg gf fg gf 

F^ = b_b + P , 
fg f g fg 

e f g 
1 1 ^ 2 4 1 1 ^ 2 4 -C ^C- + C ,C_ - C C , + C C -ef f e ; g ef f e ;g eg ge-,f eg g e ; f 

(2 .12) 

(2 .13) 

(2.14) 

(2 .IS) 

(2.16) 

(2 .17) 

(2.18) 

F , 5 b b ,b + b F^ + b^F + b F . + F , , e fg e f g e fg f eg g e f e fg 

1 1 ^ J- * 
ld ;h dl;V ld;h d l ; v 

(2.19) 

_1 1 2 4 
"iv;d vi;h iv,-d vi;h 

1 1 ^ 2 4 
i h ; v h i ;d ih ;v hi.'d 

(2.20) 

_ 1 1 2 4 
c i v ; h v i ; d iv ;h vi,-d 

1 1 2 4 - C . ,C. . + C . -C. . ih ;d h i ; v ih;d h i ; v 

1 1 _ 2 4 1 
i d ; v d i ; h id ;v d i ; h I 

In equations (2.8) - ( 2 . 1 9 ) , each e , f, g , and j stands for any of 

the i , h, d, and v . A l l s u b s c r i p t s must be d i s t i n c t . In (2.11) 

and (2.15) J. = 1 , 2 , or 4 . 



1 1 < + 

The coefficients satisfy the following symmetry properties: 
2 4 — 2 -4 the c's, c's, c's, and c s are antisymmetric in the two 

indices before the semicolon and symmetric in the indices after the 
i t - . 2 2 2 2 2 

semicolon. For examnle, c _ = - c, tc = - c = c 
ef;g fe;g' ef.gj fe;gj ef;ig 

2 — 
= - c . The F's and F's are completely symmetric in their indices. 

They have the following interpretation. Corners can combine 

to fill the anticommuting variable sites. F (respectively, F 

and F ) is the weight which results in filling the f and g 

(e, f, g and all) sites by using two (three and four) corners. 

F excludes terms in which two pairs are filled separately, i.e. 

there is no term proportional to F. F . F (respectively, F ) 

is the way f, g (e, f, g) sites can be filled by using monomers and 

corners. 
a 

Likewise, two corners can combine to form r third, c _ 
ef rg 

I (respectively, c _ .) is the way two (three) corners combine to form 
H a c . corner and in the process use up the g (g and j) var^abJes. 

~a -i £ c E (respectively, c „ .) is the way a c - corner can be foned, ef;g ' ef;gj ef 
in which g (g and j) sites get filled, by using both monomers 

and corners. 

All the definitions of functions in table 1 have been supplied 

except for the weight, w 1 ?_, of box 127. It is 



w , - , - ^ F i . - , =!<b.b, b b ) + (b.b.F^ + b.b.F. 127^ ihdv I i h v d i h d v d i h v 

+ b b.F„ + b A f . + b kF.^ + b b j * ) v 1 dh d h IV v h id v d lh 
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+ (b.F, + b.F. + b F. . + b F. .. ) l hdv h ldv d ivh v idh 

(F .F + F. F. + F. F.. ) + (F.. . ) lh dv id hv iv dh ihdv 

(2.21) 

Table 1 along with figure 7, essentially defines the model. 

II THE SOLUTION 

The partition function can be related to a miniature dimer 

problem using the methods developed in II. If one, then, interchanges 

dagger and undaggered variables for (-s, -t) variables, a 

determinant is obtained. 

Define 

i(P t P > = h. - z.expdp - ip ) , *x y l l r *x y 

h ( p x ' = bh " z h e x p ( i p x ' 

d(P , P ) = b, - z.expfip + ip ) cx *y d d * rx y 

v(p ) = b - z exptip ). 
y v v r r y 

(3.1) 

Let D be the following 8*8 diagonal matrix: 



A ( P „ . py> 

11€ 

D(p , p ) = 
x y 

Mp > 

d l P x . P y l o 
v ( P y ) 

i ( - P x . -P y > 

o h<-P„) 

d ( -p -p ) x ' y 

v ( - P y ) / 

( 3 . 2 ) 

1 2 4 Let C , C , and C be the following 4 x 4 arrays of numbers: 

0 1 
C i h 

1 
c i d 

1 ' c . 
I V 

1 
c h i 0 1 

c h d 
1 

c h v 

1 
c d i 

1 
C d h 

0 1 
C d v 

1 c . VI 
1 

C v h 
1 

°vh 0 J 

0 2 
C i h 

2 
C i d •A 

2 
: h i 

0 2 
C h d 

2 
C h v 

2 
: d i 

2 
C d h 

0 2 
C dv j 

.2 
' v i 

2 
C v h 

2 
C v d • / 

(3.3) 

(3.4) 
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"ih "id IV 

4 
:hi 0 4 

Chd 
4 

Chv 

4 
:di 

4 
Cdh 0 4 

Cdv 

4 
vi 

_4 
Cvh 

4 
Cvd 0 

( 3 . 5 ) 

Let IC J 1 denote the 4 x 4 matrix which i s the transpose of C . 

Define t h e 8 x 8 matrix , M(p , p ) , by 
x y 

M(PX< Py) = D ( P j [ , P y ) + (3 .6) 

and s e t 

U p , P ) = Det M(p , p ) , X y A y 
( 3 . 7 ) 

where Det stands for the determinant. The partition function for 

the pseudo-free 128 vertex model, Z,28# in * h e thermodynamic limit. 

h/> />""'"• -"']• (3.8) 



I IP 

Where T is the total number of sites. The free energy per site. 

f128' i S 

" S fX28 2 / I F / I F «»L<psJpy).(3.9) 
•*-* •'-II 

where S is the inverse temperature. 

For particular models where the z's, c's, and b's 

tak« on certain values, the determinant in (3.7) can be evaluated by 

using computers. One can then obtain the free energy by using (3.9). 

Other physically interesting quantities such as the energj. per site and 

the specific heat can be obtained by taking derivatives with respecttoB. 

11 THE 128 + B PSEUDO-FREE VERTEX MODEL 

Closely related to the pseudo-free 128 vertex model is 

the 128 + 8 pseudo-free vertex model. Append to the lattice of 

figure 1 the points where inclined and diagonal bonds cross, that is r 

sites with half-integer cartesian coordinates. Figure 8a shows the 

original sites (the round ones) and the new half-integer sites 

(the square ones). The terms, round and square, or, integer and 

half-integer, will be used to distinguish the two types of sites. 

For round sites, bonds are drawn to the four nearest neighbor 

round sites and the nearest neighbor square sites, but, for square 

sites, bonds are drawn only to the four nearest neighbor round sites 

(figure 8b). What is the most general easily solvable closed polygon 

partition function which can be drawn of the lattice of figure 8b? 

The answti is the 128 + 8 pseudo-free vertex model. This CPPF is 
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required to have properties similar to the 128 vertex model: any 
number of polygons are allowed; they must be drawn on the lattice of 
figure 8b, sides can intersect but cannot overlap; and the corners 
and si.des are weighted by various factors. This CPPF is generated 
by usinq an anticommutinq variable integral over an action, A. fl. 
The action again consists of three pieces; one that draws the walls, 
128+8 128+8 A ,, ,- one that forms corner, A ; and one that fills unfilled wall corner 

128+8 anticommuting variable sites, A 
monomer 

= L| zd nae na .128+8 . . ,„_ „_ . 
wall " L. |"d «B a+'se+'i d W'sp+'i 'o+l6 + 1 

a6 

+ zrna6+lna+'J$+'5
 + zi na+%e41a+lP + VaVS+lS + M" 1' 

v + v 1 
V\xB naB+lJ • 

The z and z wall operators are shown in figure 4, while the h 
z., z. , z

d i z
d wall operators are shown in figure 9. The weights 

of the two different kinds of diagonal bonds have been chosen 
independently; hence the two parameters z' and z'' . The same 

d o 
goes for inclined bonds. 

128 The corner action consists of a piece, A identical * corner, 
to (2.2), and a piece that forms corners at square sites: 
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ft128+8 = ft128 8 

corner corner T corner ' 

A 8 

, T 1a+' 5B+'»J ' . M + „ i ,. «„«J 
+ c VwVtf+i, + c V>iB+»i 

The round corner operators are shown in figure 5, while the square 

corner ones are shown in figure 10. 
128 Finally, the monomer action consists of a piece, A , J * monomer 

which fills round anticommuting variable sites, and a piece which fills 

square sites: 

128+8 _ 128 8 
monomer monomer monomer, 

A 8 

monomer Z [vt*B*v£+*iwi+ mA+eW&>a*\ • ( 4 - 3 ) 

128 where A i s g iven i n ( 2 . 3 ) . monomer 
At round sites there are four kinds of anticommuting variables: 

inclined, horizontal, diagonal, and vertical, whereas at square sites 

there are only two kinds: inclined and diagonal. 

The result is a vertex model with two kinds of vertices: square 

and round. The weights of the round vertices are the same as for the 

pseudo-free 128 vertex model and are given in table 1- The weights 

of the square vertices are the same as the pseudo-free eight vertex 

model (i.e. free-fermion model) and are given in table 2. All wall 
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weights have been extracted, so that the total weight is the vertex 

1 2 3 weights times the wall weights. If m. = m = 1 and c * c = c = 
4 c = 0, the pseudo-free 128 vertex model is obtained along with the 

minus sign factor of figure 7. 

In Appendix A, it is proven that non self-intersecting 

polygons have no overall minus signs due to reorderings of anti-

commuting variables. For intersecting polygons, a (-1) results for 

each intersection. These minus sign factors have been absorbed into 

the weights of tables 1 and 2. 

The 128+8 pseudo-free model has 40 parameters. The anti-

commuting variable integrals over square sites can be performed since 

they do not couple to each other. The result is 

TT f + m i z d z d V < 
i t i 

'a+lS+1 + m d z i z i ' n c x B + l V l B 

*t <t , .. A , - 1 - - i d - 2 - <3 i - 3 ~ d ' i ,„ ,. 
+ V 2d naB+lViB+l + zd c *iWWl + zd c z i V « 6 < 4 - 4 1 

+ vV^+iB+lVue + zi : z?d zd' naeVlB+l 

which can be written as 

i+ i 1 
'WlVuB J ' 

i t . 
VlB+l + ziV+lVlB 

aB' 

, - i* d ,2 d+„i'*' 
+ k 

1 i ' d 2 d i 1 3 d' i 4 d i \ 
•idWlB + k d i n a 8 n a B + l + kdAeVlB + kdi VaB-l) 

, ( 4 . 5 ) 
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where T is the total number of (square) sites and 

. - 1 3 2 4 f = m.m. - c c - c c l a 

zd = zd zd m i / f ' 

z. S z'zT'm./f l l i d 

, 1 _ - -.1, 

,2 - - - 2/* 
kdi = Z d 2 i C / f ' 

,3 - - . , 3,_ k.. = z.z. c /£ di d I 

4 _ ,, — 4 k,. = z, z. c /f. di d I 

It is useful to define 

kj. = k* . di di 

v 2 - i,2 k. . = - k.. , id di 

i* - ,4 
k id= " k di 

*" f " - e fl28 +8 

(4.6) 

(4.7) 
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The k* (£ = 1, 2, 3, or 4; f, g = i or d) terms in (4.5) have 

the pictorial representation given in figure 11- The resulting 

anticommuting variable action is the same as for the pseudo-free 
i 123 vertex model except for the four k terms, and the fact that 

z, and z. are related to square site parameters via equation (4.6). 
d l 1 2 4 Let D(p , p ), C , C , and C be the same matrices as in x y 
equations (3.2), (3.3), (3.4), and (3.5). Define 

K <PJ = 
kd.exp(-ipx) 0 

(4.8) 

K 2(P y) 

0 k i dexp(ip y) 

k,.exp(-ip ) 0 do. y 

I o 

(4.9) 



K 4 ( P y ) 

k d i e x p < i p y ' ° 

k.dexp(-iPy) 

12i» 

(4.101 

[ i 1 * 1 
Let IK tp )) denote the hermitian conjugate of K (p ), i.e, 
[ K 1 ^ , ] * - - [KVP^J \ Let 

/-[="• « M [ C 4 + K V ] \ 
<F X . P y > + [ / (4 

\ [c2 • K 2 , P y ) ] [*+^cpjy < 

M(p ,p > = D(. 
128+8 Y 

11) 

U p ,p ) = Det M(P„.P V ) • 
12§+8 y 128+8 * 

(4.12) 

Then, the free energy per unit site, *i2R+8' (that is, per round 

and square site pair) is 

-M 128+8 
Bf» + i r f!i r 

128+8 2 / 2 n / 

dp 
—-^ I n L (D . P ) , 
211 128+8 , p x ' F y ' ' 

(4 .13) 
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where f° . „ is given in (4.7) 128+8 
V CONCLUSION 

Two new statistical mechanics models have been solved. They 

are solvable via the Pfaffian method althought this paper solves them 

using the anticommuting variables. 

The next step is to determine the physics of these models, in 

particular, the critical phenomenon. Because of the 8x8 

determinants in equations (3.7) and (4.17), this will be quite tedious. 

The use of computers to evaluate these determinants will probably be 

necessary. One can say, however, that there »ill be multiple phase 

transitions with Ising-like logarithmically divergent specific heat. 

This is because one submodel, the pseudo-free 32 vertex model, is 

known to have such multiple phase transitions (Sacco and Wu 1975) 

At°ENDIX A. Overall Minus Signs: The Non-Self Intersecting Polygons 

This Appendix will prove that there are no overall minuses 

created by reorderings of anticommuting variables for a non-self 

intersecting polygon drawn on the 128+3 lattice of figure 8b. This 

also proves the result for the pseudo-free 32 vertex and pseudo-free 

128 vertex models since any polygon drawn on their lattice can be 

drawn on the 128+8 lattice and the same kinds of bilinear operators 

are used. 

The proof is similar to that for the free-fermion model, which 

was given in Appendix 8 of I and to which the reader is referred. 

Extensive use will be made of the sign rules (a), (b), and (c) of 
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figure 8 of reference I. The proof proceeds via induction on the area 

of a polygon. Any polygon can be built from the four elementary 

triangles of figure 12 (see figure 13). These are the polygons of 

minimum area. Figure 14 starts the induction process by proving that 

these have an overall pi .is sign. 

As required by the sign rules, the polygon is given an orien­

tation. Choose the starting point to be on "x". Hove around the 

polygon and count the number of minus signs due to rules (a) and (b). 

when moving in the positive directions of figure 2, no minus signs 

occur because "x"'s are after "o"*s and arrows point in the correct 

directions. When moving in the negative directions, there is a minus 

sign factor because "x"'s occur before "o'"sf but, in addition, there is 

a minus sign factor because arrows point in the wrong direction. Moving 

in straight lines causes no minuses. Next consider corners. There are 

56 different corners; the 28 types of figures 5 and 10 are multiplied by 

two orientations. Figure 15 summarizes the results. The corners of 

figure 15 create a minus sign and all others do not. The easy way to 

find the overall minus sign is to count the number of figure 15 corners 

in an oriented polygon. If the number is odd, then the extra minus due 

to rule (c) makes the overall sign positive. 

The elementary triangles can be attached to polygons in 

24 different ways: each of the four elementary triangles can attach 

one side or two sides in three ways. All twenty-four are 

illustrated in figure 16. Each of these results in several cases 

depending on the neighboring structure where the triangle is joined. 

In total, there are 480 different cases to consider. These are all 

shown in figure 16. It is found that the addition of an elementary 
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polygon creates zero or two minus factors or removes two minus factors. 

This implies that the overall minus sign factor due to corners is the 

same as for the elementary triangles, namely minus. The number of 

corner minuses is odd. When combined with the rule (c) minus, the claim 

is proved: a non self intersecting polygon has no minus signs due to 

reorderings of anticommuting variables. 
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Figure 1. The Square Lattice. 

Figure 2. The Four Directions. 

Figure 3. Allowed and Forbidden Configurations. The sides of 

polygons may intersect as in figure (a) but cannot overlap 

as in figure (b). 

Figure 4. The Wall Operators. 

Figure 5. The Twenty-Four Corner Operators. 

Figure 6. Overall Minus Signs. The configurations in boxes 1,4, 30, 

and 128 of table 1 are reproduced here. They have been 

redrawn so that the intersections can be seen. If the 

number of intersections is even the overall sign is positive, 

while an odd number of intersections yields a negative sign. 

Boxes 1, 4, 30, and 128 have respectively one, three, zero, 

and six intersections; hence boxes 1 and 4 have an overall 
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minus sign, while boxes 30 and 128 do not-

Figure 7. Extra Minus Sign. An extra minus sign factor results 

when any two sides intersect between lattice sites. This 

figure is an example in which this happens. The weight 

of this polygon is the product of Bloch wall Boltzmann 

factors, the product of table 1 vertex factors, times 

an extra minus one: jz.z z z x 1(box 105) (box 112) 

(box 117) (box 126)] x [-l] -

Figure 8. (a) The 123 + 8 Vertex Model Lattice. <b) The Bonds 

in the 128 + 8 Vertex Model. The sites in figure la 

are the round ones here. In addition, sites have been 

added at the points with half integer cartesian corrdinates 

(the square sites). 

Figure 9. The Diagonal and Inclined Wall Operators. A square site 

has bonds connecting to the four nearest neighbor round 

sites. This figure shows the four wall operators which 

produce these bonds. Each of the four have been assigned 

a seperate weight. 

Figure 10. The Four Corner Operators at a Square Site. 

Figure 11. The k Operators. After square site integrals have 

been preformed, the 128 + 8 vertex model becomes the 

128 vertex model with the addition of these four terms. 

Figure 12. The Four Elementary Triangles of the Lattice of figure 8b. 

Figure 13. Building Up a Polygon From Elementary Triangles. The 

polygon of figure (b) is obtained from the polygon of 

figure (a) by attaching the elementary triangle of figure 

12b. 
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Figure 14. The Overall Sign of the Elementary Triangles. The sign is 

determined by the sign rules of figure 8 of reference I. 

Begin at the x near the point. A, and proceed counterclock­

wise around the triangle. The minuses due to rules (a) and 

(b) are shown here. In each figure there are an odd number 

of them. In addition there is a minus due to rule (c). 

Thus the overall sign of each of the four elementary 

triangles is plus. 

Figure 15. The Oriented Corners Which Create a Minus Sign. Figures 

(a) through (1) (respectively, figures (m) and (n)) show 

the round (square) vertex corners which create a minus sign 

because of anticommuting var: -ble reordering. 

Figure 16. The 480 Cases. Here are the 480 cases which must fcj 

considered in the induction step. Each of the 12 boxes 

shows two of the 24 ways of appending an eleirientary 

triangle. In the left half of a box one side is joined, 

while in the right half two sides are joined. The joining 

triangle is the one formed by the solid and dotted edges. 

Only the neighboring structure of the polygon, to which the 

elementary triangle is being attached, is shown. When 

this triangle is attached to a configuration on the left, 

a configuration on the right results (see figure 17a, 

which is an example for box 1), and when this triangle is 

attached to a configuration on the right a configuration 

on the left results (s«^ figure 17b, which is an example 

for bo* 1 and figure 13 which is an example for box 7). 
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An arrow on a line indicates that when the orientation 

is in that direction then one of the figure 15 corners 

is involved and a minus factor is present. Box ?. shows 

that the corner minus sign structure is unchanged in the 

joining process. Sometimes the process creates (or 

removes) a figure 15 corner, however another one is 

always created or removed at one of the two other vertices 

(see figure 17c, which isaa subcase of box 6). By 

inspecting these boxes, corner minus sign factors are 

seen to be created or removed in pairs so that the overall 

minus sign factor is unchanged. 

Figure 17. Examples of the Figure 16 Induction Step. Figure (a) 

is an example of going from a box 1 left configuration 

to a box 1 right configuration. Figure (b) shows a 

box 1 right configuration going to a box 1 left con­

figuration. The arrows denote the location of a figure 

15 corner when tranversing the polygons in a counter­

clockwise direction. In figures (a) and (b) no new 

figure 15 corners are created. Figure (c) ic an example 

of a box 6 transformation where two extra figure 15 

corners are created, when the polygon is oriented in the 

clockwise direction. 

Table l. The Weights of the Vertex Configurations of The Pseudo-

Free 128 Vertex Model. The Bloch wall Boltzmann factors 

have been extracted. The weights are expressed directly 

in terms of the parameters of the action Jequations (2.1)-

(2.3)] or via the functions in equations (2.8)-(2.21). 



151 

Table 2. The Weights of the Square Vertices in the 128 + 8 

Pseudo-Free Vertex Model. 



132 

m 
to 
sr 

i 
W 
o> 
_J 
CO 
X 

« • • • • o 



133 

-h 

XBL 7 9 2 - 4 6 6 

Figure 2 



134 

N 

I 
CJ 

- $ 



135 

+ 
03. 

.°a-

+ 
03. 
T 
a 

_r M —-

03. 

a 

03. 
a 

oa. 

03. 
a 



136 

C ih 

X 0 

C M 

C hd 

0 

<J 
C hv 

0 

J 
C'dv 

X 
x ^ 

c 2

h i 

> 
c 2

d i 

^ 

x , 
dh 

C Vh 

x4 
X 

C vd 

dh 

T v 

C vh 

r 
vd 

C'di 

N o 
^ di 

X 
c 3 • 
** vi 

0 

c 4 . 
V* v i 

^—0 

dh 

u 

vd 

XBL 792-457 

Figure 5 



137 

yf 00 

0) 
(0 

I 
CM 
en 
- J m x 

\l- O 
to 

\ 

\ 



138 

(a,£+i) (a+l,£+l) 

(a.jS) (a+l.j8> 

XBL 7 9 2 - 4 7 0 

Figure 7 



139 

r-
i 

CM 
O) 

_1 
CD 
X 



140 

X 

X 

XBL792-472 

Figure 9 



H I 

o o 10 

I 
CM 
<J> 
l > -
_ l m x 

C to 
O 

CVJ 

X X 

: > 
o 



142 



143 

to 
$ 

i 
CM 

CD 
X 



IM t 

<0 
r-

• 
CM 
O) 
N 
_ l 
m 

! 



u»5 

I x o 
^ « - x o -

1 I I 

CD 

I 
CVJ 
0 1 

x 
lo 'St. 

> 2 
is • 

i ^ 

X X 
o © 
I \ / 

I x„ x 

.«? 
1 X 

'x4 

' \ < § < 
«M 



1*t6 

^ » g 

J B 

*z£ 

r 
I 

CM 

CD 
X 

-4 
S\2 

s N 
CD 

^ 1 

V 2 / \ 3 

V% A 5 



IV? 

* — * i~K* *^-¥ 

* 

* 

* 

•7f 

* 

*r 

K 10 

12 •. 

*f 

"?$ * * ~ X 

Figure 16 

XBL 792-458 



148 

I (a) 

(b) i 

(c) i 

XBL 792- 477 

Figure 17 



149 

1 

• * 

15 22 : 

-c 4 - c 4 

u d h 
c!d -b. 

" * 
9 * K * 

23 i 

r 4 
C 4 -r1 

^hd 
- r 2 

3 

" * 

17 2 4 

- c 4 

V) 
-c1 -b, C 2 

u d i 
4 k • * 

• * 

25 

-b, -b h 
- c 3 

^vd 
-c 2 

5 

~7 </. 
12 1 . 

" * " * 
-cl - C 3 

^dh 
-c l 

IV 
- c 2 

u d h 
6 

\ 

13 

2 0 * ' 

2 7 

C 3 

^di r3 

Chv 
r 2 

7 14 21 28 : . 

* ^ ^ * " 
- C 3 c4 - c ' 

^dv 
- r 2 

Table 1 

XBU 7 9 2 - 4 6 0 



150 

127 35 

• • * - • 

43 . : • 

W , 2 7 
- C 4 

C dh C vi + C vd C hi '" < 'd i C vl i 
128 

%r 
36 

• ^ 

4 4 -,k 
C'dvC 

• 4 , f*i **4 «.| *»4 c 4 ' 
29 

* 

37 

• & - " - # 
Cc < t + r 4 - r 4 _ r 4 r 4 

hi *"vi ^dh ^vh^di r 4 

°hijy 
r1 r 4 + r' r 4 - r 1 r4 

*-h/-di Mii'-vd ''hdSi 
30 

* 

38 
. ^ . . 

46 .. .. 

A 
°<Jh;i " F i h 

- C 4 ' ^vi jd 

31 

* 

39 

" * • 

c 4 -c' - c 4 ' 
^di;» 

32 

* 

4 0 

* 

48 

r 4 
^ vh; i - r 1 

33 41 49 

- # - A \ 
^dlf'v +r' r*-c' r 4 -c 1 "Fti 
34 

* 

42 

• * 

50 . : . 

- r 4 " 
UVh;i 

Cyijh - 7 5 ' 

X8L 792-461 

Table 1 (Continued) 



151 

51 

-c1 

d 

59 6 7 

^dtiiv 

51 

-c1 

d 

59 

c' ' 

6 7 

^dtiiv 

CvhCdi + C t lcjCv i C h i C v ( ) 

6 0 68 .\k. 
-r1 

53 ._ : .. 61 6 9 

-r' d ^vi;d 

61 6 9 

-r' d 

c' ' 

6 2 4 70 

C!„C ^id^ 
* 

K + C ^ C ^ - C I K C H c' ' 

6 2 

^vd;i 

70 

C!„C ^id^ 
* 

K + C ^ C ^ - C I K C H 

55 63 

^dhS 

71 
.."Si 

-c' ' 
dv; i 

63 

^dhS 

71 

, \ 

5 6 / 6 4 72 

Cvh;d - F v i

 : ' 

6 4 72 

Cvh;d 

5 7 * • 

<~' <-' +r 2 r 4 - r 1 r 1 

^hv°di °dh^vi SiiSlv 

65 

c 4 ' 

73 

"-vh;d 

-c1 ' 

66 

c 4 ' 

7 4 

• • * -

c1 

XBL 792-463 

Table 1 (Continued) 



152 

7 5 • & 

'-dh^iK ^-di^vh '-dv'-'iti 

83 . : .-

Cyd;h 

9 1 - & • 
C hPvd* C vhCid~ C h d C » ' 

-c1 

8 4 - ^ 
pi p i .p2 p4 _pl pi 
^hd^iv ' -ni^vd '"hvSd 

" - ^ 

-c1 

8 4 - ^ 
pi p i .p2 p4 _pl pi 
^hd^iv ' -ni^vd '"hvSd V-vi;«J 

-c' ' 

8 5 J ^ 
P 2 -c' ' c' P 2 

7 8 * 
^id ;v /~2 /"' +^ 2 i*[ -r1 c2 

-c1 

8 7 ^ 
-c 1 ' 

9 5 # : 
c 2 ' 

U di ;h 

8 8 * • • 

- C 1 

" ^ 1 
U di ;h 

8 8 * • • 

- C 1 - c 2 ' 

" # 

89 • ,. 

c 2 ' 
" # "V c 2 ' 

r 2c' +r' r 2 -r 1 cz 

HliWh ShVvd ^dh'-vl 

90 -4".. 
c2 

^hi;d 

XBL 792-462 

Table 1 (Continued) 



153 

9 9 .X-:.. 
c 2 

106 , ; 

c 2 

113 . : 120 

. . . I' 

' 100 : 

c 2 

^di.hv 

107 . : 

c 2 

114 . : 

c' 

121 . : 

c 4 

101 : . 

- * • 
< - v i 1 hd 

' 08 . : 

c"' 

115 : 122 

C 4 
v d i ; v h 

102 • .. 

Fvdh 

109 ._ = 116 . 1 . 

^dv ; ih 

123 . 1 

c 4 

102 • .. 

Fvdh ^ivd 

116 . 1 . 

^dv ; ih 

123 . 1 

c 4 

103 : 

(-ih;dv 

no "7 . : 

Cvi;hd 

124 . • 

Cdhjvi 

104 : 

c1 r1 

^-hvjid 

118 : 

r 1 

~ vh;id 

c 4 

105 1 

.NL/.'.. 

Civ,dh j 

1 2 . : . 

••)f£-
c 2 

19 : 

C1 

2 6 . : # . 

c 4 

XBL 7 9 2 - 4 5 9 

/ Table 1 (Continued) 

/ 



I5*t 

(a) • 

(b) y 

(c) \ ^ 

(d) 

(e) 

(f) 

(mjmj-c'c3-^4) 

m. 

m. 

V 

> 

A. 
(g) • ( 

XBL792-456 

Table 2 



155 

PART II 

APPLICATIONS 0_ STATISTICAL MECHANICS 
TO FIELD THEORY 
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CHAPTER IV 

THE GRAND PARTITION FUNCTION IN FIELD THEORY 
WITH APPLICATIONS TO THE SINE-GORDON THEORY 
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I. INTRODUCTION 

This paper will employ a technique, known as gaussian integra­
tion, by which certain field theories are identified with a gas 
of interacting particles. Originally the method was used to re­
write a partition function in a fieJd-tnooretic way. Field theory 
techniques were then used to obtain results for the statistical 
mechanical system. The method can also be applied to a grand par-

2 

tition function. This makes it possible to go from a thermodynamic 
system where particle number is not fixed to a field theory repre­
sentation, which simplifies the analysis of the thermodynamic sys­
tem. The idea of this paper is to reverse the process: In some 
cases the analogue field theory is a relativistic one. An example 
is the sine-Gordon which is equivalent to a neutral Coulomb gas. 

SSl1 2*o/cosBqx 
The vacuum expectation value of e = e , which is a sum 
of vacuum bubble diagrams, is equal to the grand partition function 
for such a Coulomb system, X playing the role of the absolute 
activity and 6 playing the role of the inverse temperature. 7n 
these cases one can analyze the field theory by using the underlying 
statistical mechanical analogue, K. owledge of the sine-Gordon will 
yield information about the Coulomb plasma. Likewise, one may use 
the Coulomb plasma to gain information about the sine-Cordon. This 
i the plan of this paper. It enables one to use one's intuition of 
the Coulomb plaBma to obtain field theoretic results. 

Some of the results of this paper have appeared in the mathematics 3 h 5 literature. * ' The author feels these are worth repeating since such 
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mathematical presentations are not accessible to most physicists. 

This paper stresses simple, physical, and intuitive methods of 

derivation. 

The(paper is organized as follows: Section II reviews the 

gaussian representation method. The system can have several dif­

ferent types of particles with different activities. Various inter-

particle potentials may also be used. The physical significance of 

the smearing of fields is discussed. Section III cheeks perturba-

tively the results of Section II. This check gives one insight into 

the statistical mechanical—field theoretic analogy. In particular, 

the Feynman diagrams have a simple physical description in terms of 

the underlying thermodynamic system. This correspondence is out­

lined in Table 1. From Section IV onward the main concern of the 

paper is the two dimensional sine-Gordon. Section IV introduces the 

sine-Gordon field theory and discusses its infrared singular nature 

which in the Coulomb analogue model forces strict neutrality. Section 

V determines the phases of the sine-Gordon. At low temperatures there 

is a dipole gas, whereas at high temperatures there is a plasma phase. 

The impact on the existence of solitons is discussed. Section VI 

shows how non-linear o-model is equivalent to the sine-Gordon. In 

Section VII the renormalization is performed to all orders in X and 
2 2 Bq , when Bq is small. This shows that the theory is well defined. 

Other aspects of renormalization are also dealt with. In Section VIII 

remaining ideas are discussed, most of which depend heavily on the 

Coulomb gas analogy. Most important is the vacuum structure and its 

effect on the theory. Charge screening and shielding, fractionaJ 
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charges, the effects of infrared divergences on Feynman rules, and 

the sine-Gordon solitons are discussed. .Section IX is the summary. 

There, the main results are simply enumerated. The paper concludes 

with a comment on vacuum gases as models for hadrons. 
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II. GAUSSIAN REPRESENTATION 

The partition function for a system of interacting particles 

may be represented as a field theory. The technique, known as gaus-
1 2 sian representation, is well-known in statistical mechanics. ' 

In certain cases, the resulting field theory is a relativistic field 

theory. These are of particular interest since it allows one to 

think in terms of the underlying statistical mechanical system. This 

association provides physical insight into the field theory which one 

usually does not have, thus allowing for the extraction of the inter­

esting physical effects. 

This section will review the gaussian representation method along 

with comments concerning the use of different potentials, the smearing 

of fields, and various other technicalities which occur in passing 

from the grand partition function to the field theory. For simplicity 

the gaussian representation method will be first applied to a specific 

example: the Coulomb plasma in three dimensions. This was actually 

done by Polyakov in analyzing a three dimensional instanton confine­

ment mechanism. His instantons were monopoles interacting via a 

potential which was Coulomb-like for large distances and mitigated 

for short distances. Because of the softened short distance behavior 

the Polyakov model has a natural renormalization prescription. This 

will be obvious later on. For the true Coulomb gas there is no 

natural renormalization and the grand partition function vill be ultra­

violet singular. For the present, ignore the bad short distant behavior 

and any infinities which result from the use of the bare — potential. 
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Consider the grand partition function, 4 , for a plasma con­
taining an arbitrary number of positive charges (ions) and negative 
charges (electrons) interacting via a Coulomb potential at a tempera­
ture, — , and having an ibsolute activity, X : 

& o 

p=o i=o 

exp 

~2, 2. i* _j i 
1=1 m=l ' T V 

(2.1) 

In equation (2.1) the charge is q on both the ion and the electron. 

Both species have the same activity so that although the system need 

not be neutral, only configurations which are nearly neutral should 

contribute to -t as we know from physical considerations. X being 

the activity is related to the chemical potential, u , by X =e 

In Eq. (2.1) V is the volume of interest, i.e. the charges are confined 

to the region, V. Of course.. 2, does not exist because of the infinity 

resulting when a + approaches a - . One can introduce repulsive cores; 

alternatively one can smear the charges a bit. The latter procedure 

is more natural since, as will be shown later, the smearing of charges 

corresponds to the smearing of fields, a practice which naturally 

occurs in the rigorous mathematical treatment of field theories. 
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Keeping track of combinatorics, (2.1) may be rewritten as 

» .n 

* -1 nf I •- I /*V-«\ 
n«o q,=±q ^n***1 v 

x exp 
B V q t 9 m 

" 2 .£ i*.-* I (2 .2 ) 

Consider 

W ( R 1 , . . . . R n , q i , . . . . q n ) 

- B / ^ a V i g / pfBJxffiJd^ 

Fxe 

|0xe 

•B/ ^ d % 
(2.3) 

vith 

p(S;S1,...-,8n;q1,...-,qn) ^ q ^ t f - f y . (2.1.) 
11=1 

Equation (2.3) may be evaluated using the usual rules for gaussian 
functional integrals: 



1 

B/P(S) T P ^ (S-S')P(S-) d^aV 

If P(5) — i — P(S') 

- • — - B (self energy term). ( 
Mm ^K'K 

2n The self-energy term is - %"- and is infinite. This infinity 
2 |o|' 

is made finite by smearing the charges (which is equivalent to 

smearing fields) or is completely eliminated by normal ordering 

the final lagrangian of Eq. (2.7) as is revealed in perturbation 

theory. 

Notice that Eq. (2.5) contains the factor present in the 

integrand of Eq. (2.3)- Thus, up to self energy terms, 

>-»*»'' 2 * I-- I 
n=o q^tq (3 Ii = ± q 

-/ -v , 3 D . . . . d 3 R e 4=1 

fP* e -/*£ 2i 



164 

(2.6) 

" B/ , f iSr X+2* 0/ vco.[Bqx(R)]- 3R 
K 3 

(2.7) 

where 

Equation (2.7) is the fundamental gaussian representation of the 

grand canonical sum for a Coulomb plasma, 4, has been expressed 

as the field theoretic <exp{2A fcosSqx)' where the bracket 

represents an average vith respect to the free massless Euclidean 

functional measure in three dimensions . The corresponding lagran-

gian is the sine-Gordon and hence one has the result that 

the sine-Gordon field theory is equivalant to the Coulomb plasma. 

X, in some sense, represents a coarse-grained Coulomb poten­

tial. The equation of motion for x is 

2 
V x = Uir(2Xoq)sinB<lx. (2.8) 



165 

Let • = ix. • then satisfies 

V 2* = -tm(\ q) (-2sinh8q<f), {2.9) 

7 which is tne weii-knowu Debye-Kuckel equation. The Debye-Kuckel 
equation is usually derived by assuming that the Coulomb potential, 
<(>, satisfies V <J>CX) = -kupCx) where p(x) is the local charge den­
sity and hence equal to a mean charge density, n , times the Boltz-
man factor for a plus charge to be at x (exp{-8q*[x]i) minus the 
Boltzman factor for a minus charge to be at x (exp{8q$[x]))- For 
high temperatures X q = n so that the Debye-Hilckel derivation yields 
the same result as gaussian integration. The Debye-Huckel derivation 
is, at best, heuristic. For example, it is not clear why one should 
use the Boltzman factors, exp{±Bqif>(x)'. rather than the probability 
factors, exp{±8q<|>(x)}/[exp{Bq<l>(x)} +exp{-8q$(x)}]. Gaussian inte­
gration eliminates this guesswork. It tells us that the correct 
charge density factor is \ a when the Boltzman factor 
exp{-Bq*(x)) -exp{8q<>(x)} is used. 

In the above example the equation of motion of the field theory 
corresponds to the Debye-Huckel equation of the Coulomb plasma. The 
gaussian representation methei applies to systems interacting via 
arbitrary two-body potentials. Using the field theory representations 
of these statistical mechanical systems, one can obtain the analogue of 
the Debye-Hiickel equation by looking at the corresponding field theory 
equations of motion. 

The previous derivation may be generalized in several different ways. 
First of all, it doesn't depend on the dimension. One merely 
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replaces the integrals in the action by d-dimensional integrals. 

for example, if the integrals in equation (2.7) were replaced by 

d-dimensional integrals then one vould obtain the Coulomb gas in 

d-dimensions (the interparticle Coulomb potential vould be 
1 U, ql q2 

d" 2 VfS 3- 1) r d" 2 
and if one replaced the 8n factors by 

d-1 1 ql q2 
2V(S ) then the interparticle potential would be -t-r- . - ). 

d-2 r&~ 

Here V(S ~ ) is the volume of the d-1 dimensional sphere. 

Secondly, one can use other potentials such as the Yukawa 

exp(-mr)/r. Consider a potential V(r.r'). Let H be the in­

verse of V, so that H (r,r') s <r|H |r*> satisfies /f(r)H (r,r') 

V(r',r")g(r")d3r d 3r' d 3 r " = ff(r)g(r) d 3r (for reasonable f 

and g). One needs to assume that jf(r) H (r,r') f(r')d3r d r' > 0 

for all reasonable f. The partition function for particles inter­

acting via V with activity and inverse temperature respectively 

X and B is o 

n _ 2 ^ V ( R i > V 
> *li&h\-«\' m • ( 2- i o ) 

n 

which may be expressed in terms of functional integrals using the 

gaussian integration method: 
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J - * I** 

where N = IfPxe 

- f / d 3 r d 3 r ' x ( r ) H o ( r , r - ) x ( r - ) 

- | J d 3 r d 3 r ' x ( r ) H o ( r , r - ) x ( r - ) 

A I e ^ ( r ) 6 d 3 r 

x e . (2.11 J 

. „ „ e " m r „ , , N I f i k - ( r - r ' ) , , 2 , 2 , d 3k For exunple, i f V = , H ( r , r } - i— I e (k +m ) : r o u-n J /o-\ 

f - I 1P* 

(2») 3 

J On O J 
e V . (2.12) 

Lastly, one can have a Gas ? several particles with different 
(1) (2) On) , ,. ... ,(D ,(m) charges, q , q , , q and activities \ ,...., A 

In the Yukawa case one would call the q's quanta rather than charges. 
ql q2 The two body potential would be in the case of the Coulomb 

-&u-

gas, Qilp in the case of a Yukawa gas, and q.qpV(r) in the case 

of a general gas where V(r) represents the basic potential between 

two positive unit quanta. The grand canonical sum is 
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I •- I ^7 
[ x ( 1 ) ] * 1 U ( m ) ] l m 

l ! 
*7=0 iT=0 * m 

1 m 

x / d 3 4 1 } • . - d 3 x < 1 ) / d ^ 2 ) . . . . d 3 x ; 
1 V 

...|dM' 1....d\<« le-»» (2.13) 

where I. is the number of the i specie present, x is the coordi­

nate of the J particle of the i specie, and U is the sum of poten­

tial energy terms between all pairs of particles: 

I. i., 

" = i S I i I * ( iV J ,v(*< i ).4 J )) - self-energy, 
1=1 J=l k=l £=1 ( 2 l k ) 

The same derivation as before works with the p in Eq. (2.U) replaced by 

t. 

P(?) = | f * { 1 , « 3 $ I U ) . (2.15)-
i=l 1=1 

and the \ —- replaced by H . is becomes 

-f(x,Hx) +f I *<*> e ^ ^ V r 
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In particular, when m=2, V1' = »' ' - X , q l l ,= -q - q, and the 

Coulomb potential is used, Eq. (2.16) reduces to Eq. (2.7). By 

choosing X = X different from X = X~ one can deal with a ° o o o o 
Coulomb plasma of ions and electrons with an excess of ions (or 

electrons). Finally, for a neutral system of Yukawa particles with 

quanta + and - q one obtains 

_ 6 / (v x . r ¥> + 2 , j 6 q x 

whose underlying lagrangian is the "massive" sine-Gordon, 
2 2 

SP= 8 •V--**' + 8 a - 2X cosfJqx- In two dimensions the massive 

Schwinger model at zero Coleman angle is equivalent to the massive 
Q C 

sine-Gordon and hence is equivalent to a neutral Yukawa gas. 

For both Coulomb and Yukawa gases, singularities occur when oppo­

site charges approach each other. In addition there are self-interaction 

infinites. The self-energy terms can be eliminated by normal ordering 

the potential which is equivalent to absorbing the infinity into X as 

will be shown in the next section. This is well-known to sine-Gordon 

theorists. The singularity resulting from plus-minus short distance 

interaction is not so simply eliminated. One convenient possibility 

is to smear the point charges. This is a reasonable procedure since 

point charges never exist anyway. Replace a point charge at R. by a 

charge distribution f(r-R. ). Hence ji'(x) d x = 1 and f(x) is peaked 
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about X'O. p in Eq. [2.k) would be replaced by 

> smeared < ? ) ' £ V < H > - < 2 - l 8 > 
e«i 

The limit f(x)-> 6 (x) reproduces the point charge distribution. The 
effect on the field theory representation is to replace exp{iBqx(R)) 
by exp(i/Bqx(r)f(r-nr)d3r}=exp{iB(x,'f)(3)) so that equation (2.7) be­
comes 

-af^jf^ + 2*„f cosBqtxtfX^Jd^ 
J smeared = I i 0 " e ^ ^ 

and equation (2.16) is replaced by 
ll,'--*f) 

f smeared = I K * ̂  . ( 2 " 2 0 ) 

This type of smearing is necessary in mathematical field theory 
where fields are distributions and must always be smeared with test 
functions. In tnese models the smearing of fields is natural since 
it corresponds to the smearing of point charges. The self-energy term 
also becomes finite and is equal to 
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%- / f < r > S - T ^ f ( ? - ' ' d 3 r < i 3 r - ( 2 . J 1 J 

for t h e Yukawa c a s e . The s e l f - e n e r g y i ; ; t he Coulomb case i s given 

by Kq. ( 2 .21 ) wi th m=0 and in t h e r- t icr; t j ca:>p i c 

^ - / f(?)V(?,?-)f(r-)dVi 3r ' . (2.22) 
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III. PERTURBATIVE VERIFICATION 

The purpose of this section is twofold. First, the formal 

gaussian representation is verified in perturbation theory. I*. 

is checked to third order in A for the Coulomb plasma model (sine-

Gordon field theory) in three dimensions. All orders in 8 are 

resuramed to give the first few terms of the grand partition function. 

Thus perturbation theory when rearranged does indeed flive the grand 

canonical sum. The second purpose of this section is to set up a 

correspondence between perturbative Feynman diagrams and the statis­

tical mechanical system. This is done in the latter part of this 

section and the results are summarized in Table 1. 

<exp[2> /cosBqx]* is the sum of vacuum bubble diagrams. To 

obtain the Feynman rules one could rescale x s o that 

S = -r |"7)rvx d R, however when not rescaled S (=1 *0* * d R) acts o d J o J on 

like the electrostatic energy ol the system. To retain this physica: 

meaning the Feynman rules will be listed without x rescaled. For 

bubble diagrams they are / 

a) Draw all topologically distinct vacuum bubbles (connected 

or disconnected) with vertices of an arbitrary even order (including 

zero order). Order, here, refers to the number of lines attached to 

a vertex. 

b) For each vertex associate a factor (2X ) / dr.. i refers 

to the i vertex. 

c) For each vertex of order 2n associate a factor of (-6 q ) n . 
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d) For each propagator associate u factor of 
6 l i - j - r , • 

1 J 

e) Put in a factor — for each pair of vertices connected by 

£ lines. See Figure la. 

f) Pat in a factor jf 1,1,, = — — for c-aeh £-fo;d seif-ener;;, 

tajpole. See Figure lb. 

t;) Put in a factor of f (order of symmetry group of graph)!) 

h) The empty graph is to be included and contributes unity. 

Equivalent rules for a) and g) are: 

a) Draw all bubble graphs (topologically distinct or not), 

that is label the vertices and treat them as distinguishable. 

g) Put in a factor of [number of vertices!]" . 

The effect of the self-energy tadpoles is to renonnalize A . 

Any graph can be drawn as a grapi. without tadpoles plus tadpoles ad-

Joined. Consider the effect of adaing an arbitrary n—r.ber of tad-

. poles to a "bare" vertex (see Figure 2). The following factor will 

multiply the "tadpoleless" vertex: 

f (-eV)n( nT \ ) < " V >n = «" * ̂  W • (3.1) 

If the smeared interaction 2X eos(8o,x*f) is used Eq. (3.1) becomes 

- i Bq 2f f(r) — i f(r') d 3 r d V 
. J k-r'| (3.2) 
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Comparing this with equations (2.5) and (2.21 with m=0), one sees 
that the effect of tadpoleu is to multiply each vertex by e" 6 self-enerS/ 

Hence rules b) and f) are modified to 
b) For each vertex associate a factor 2\ j d r. with J„ the 

renonnaliied activity and *„** e ~ e n r . 
n O 

f) Do not include self-energy tadpole diagrams. 
Alternatively one may use 2A :cos6qx: as the interaction density. 
Normal ordering corresponds to a renormalization of X . This fact, 
well known to sine-Gordon theorists, actually holds for any inter­
action which can be represented in gaussian form. One can also see 
this in the grand canonical sum (Eq. [2.2]) where the self-energy 
terms would simply factor out to multiply X by e *, i.e. 
A -.» e-8self-energy_j o~* o R' 

It will now be checked that to order X chat perturbation theory 
reproduces the * of Eq. (2.2). "o zero'th order the empty diagram 
contributes 1 and K begins with 1. The diagrams of order \ n are 

They contribute 2A„ shown in Figure 3. They contribute 2A / d r=2A„V which equals 

1 *H/¥' 3 2 
d r. The diagrams of order * R are shown in Figure k. They 



175 

V? 

I ( 2 V 2 t -drr (-B^' ;2n !/>:*% (6|S. 

(3.0 
V 

The -̂  factor multiplying the expression comes from the symmetry 

factor of rule g. (3.3) equals 

,2 q,q 1̂ 2 

£ ^ 1 fV\e"^, 
4,=±<1 1o=-1 

which is the second order term of Eq. (2.2). 

The diagrams of order A_ are shown in Figure 5- They separate 

into two classes: those with an even number of propagators between 

vertices (Figure 5a), and those with an odd number of propagators 

between vertices (Figure 5b). The even case contributes 
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* 3 z ( e ) 

V 3 

~ " ~ 2 TSTTT 2- 7STT 2 TsnTT 
£•0 B=o n«o 

. f i \ i \ i \ < - B

2 q 2 ) 2 l + 2 n + 2 » 

/ 1 \ 2 Y 1 \ 2 m / 1 \ 2 n 

* \?Tv^T/ \B|R 2-R 3I/ \BTiyR7T/ • 

£ is the number of propagators between vertex 1 and 2, m is the 

number between 2 and 3. and n is the nunber between 3 and 1. 

Summation of (3-5) yields 

(3.5) 

» 3 Z ( e > V3 

, / Bq 2 -Bq 2 

3 r / d \ d v S \ e + e 
3 

/ Bq2 -Bq 2 

( I V R

3 I I R

2 - R

3 I 
«\e + e J 

j£ R -R R -R 
xle 3 X + e 3 X / . (3.-3) 

The odd case is similar and gives 
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A3-<°) - Z£ fd3R d 3 R d 3 R i W ^ S 1 

v 3 - "3r; d R i d v R 3 V e 

Bq -Bo/ \ / fig -Bq 
IV R 3 ' l ^ i 1 IVV | H 3 - R l l 

Equat ions ( 3 . 6 ) and ( 3 . 7 ; sua t o g ive 

( 3 . 7 ) 

V j H (̂ >«<»)). *4 / - w s 

« ^ exp-Bq' 2 J 1 
| R r R 2 l | R 2 - R 3 | \R3-R±\ 

expBq iBj-Rgl |R 2 -R 3 I l R j - ^ 1 

expBq 2 / 1 1 
T V V " |H2-R3I \Rf\\ 

expBq 2 / 1 ^ 1 
Pl- R2! ' V ^ 1 lR

3-Ril (3.8) 

and vols agrees vith the third order term in Eq. (2.2). 
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Doubt le s s ly , perturbation theory reproduces the grand p a r t i t i o n 

function to a l l orders in *p for t h i s part icu lar example, the 

Coulomb plasnrn in three dimensions. If another in terac t ion na^ 

bt-en used, or i f several chargeB of d i f f e r e n t a c t i v i t i e s had bee:. 

used, perturbation theory would have reproduced ^ . Of course , 

the Feynman rules would have t o be modified. In par t i cu lar Rule 

d would have to be replaced by 

d) For each propagator a s s o c i a t e a factor of — V ( r . , r ) . 
6 l J 

Particles of different activities would lead to vertices which 

would have to be distinguished. The appropriate A's woiud have 

to be associated with the appropriate vertices, etc. Finally, 

the types of graphs and the factors associated with a particu­

lar vertex order would be different. The Feynman rules for other 

theories are thus easily obtained by modifying the rules presented 

in this paper. 

A simplification can be made. There are zero order ver­

tices (vertices to which no lines are attached) in the Feynman 

graphs because the interaction 2A„:cosBqx: when Taylor expanded 
t' \ 

begins with 2A„. One . rewrite 2A„:cc.sBqv: [or X l l |e q ?] 
(i) 

as 2A :(cosBqx -l):+2A [similarly for A1 e 9 X type terms]. 
Eq. (2.7) can be rewritten as 
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Px* -
B / ^ * --»„/(.c-osti.:-^ 

As a result the statement, "Don't include 2<.ro oraer grupns but 
. n „ . , . muj.t;p-y a* 1 graphs by e in auaea to reymsan ru;e a. 

Wt* know free perturbation thuorv trial tne contributions 

cf grapns may be expressed in the fon: 

r > connected graphs \ = exp J .?AnV 

• ( 1 "'•) (3.10) 

is put into the definition of the b because vacuun bubble diagrams 

are proportional to V due to translational invariante (actually 
T.his is not quite correct because of boundary effect :, but is 

approximately true in the large volume 1 imit). The * acuum energy 

per unit area (three dimensions=two space + one time), £ , for the 

field theory is 



180 

t ' £ Vfi <V2>- ' i - 1 - ' 

The b have an important connection with s t a t i s t i c a l mechanics. 

They ore the c lus ter integrals of the Mayer expansion. The 

thermodynamic properties are determined by these b . In par t icular 

(3.12a) 
1=1 

m 
8<p> = Y b^* , (3.12b) 

l-l B 

<H> 

where o is the denisty of particles, <p> = —rr-, and p is the 

pressure. When A_ is expressed in terras of <p> via Eq. (3.12a) 

a..d substituted into (3.12b) the equation of state is obtained. 

6<p> of the statistical mechanical system is equal to the 

vacuum energy density, £ , of the field theory. 
The small parameter in the Mayer expansion is the function, 

e-BV(r)_ l i 0 f t e n V ( r ) i s s h o r t r a n g e d s 0 t l l a t e" B V ( r )-l is ncn-

zero only in a small region compared to V. Such a case occurs 

in the very massive (m>> rr) Yukawa gas. An immediate application 

would be to the massive Schwinger model in two dimensions at zero 

Coleman angle, since, as previously noted, this is equivalent to 
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to the massive sine-Cordon lagr&ngian (sec Eq. [2.17]). The 

charge, t, of the Schvinger model is related to the mass, a, 
m .1 ? of the oassive sine-Cordor. by -r— = e . Hence one may obtuin 

results in the strong coupling limit of the niirLivt :>nw:r.ger 

moie. by using the Mayer cluster expansion applieJ to a Yujtawa 

gas.* * 

]r. performing this cnec* to order *.£ one notices a corres­

pondence between diagrarcratic perturbation theory and the Coulomb 

gas. The vertices of Feynman diagrams arc the ions and electrons 

of the plasma. In the Yukawa gas case, they woula be the quanta 

and jr. the potential iv(r)] case, one might call them the mole­

cules. Up to a temperature factor the propagators represent the 

interactions. The number of interactions a particle undergoes 

is the same as the order of the vertex. Pairs of particles may 

undergo arbitrarily many interactions and when sumraed these give 

the Boltzman "actors. An external vertex at x corresponds to 

fixing a molecule in the gas at x. In field theoretic language 

it is the vacuum expectation value of the operator, 4 (x)ie B (*X^ X«. 

This operator may be interpreted as producing a charge, q, at x. 

Diagrams with several fixed external vertices are related to the 
7 10 correlation functions used in statistical mechanics. * In field 

theory they are the Green's functions- of the » (x) fields. Finally 

writing 

<*S = \ X_Z (with Z„ the partition function for N 
N=o 

interacting particles), one sees that the H crier diagrams yield 
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the N-particle partition function. Thus there is a complete 
correspondence between Feynman diagrams and the Coulomb plasma. 
This correspondence is summarized in Table 1. 

There is a sense in which the usual polynomial field 
It 

theories (such as j f r ) are Coulomb or Yukawa plasmas. In a 
high temperature limit consider the sine-Gordon -lagrangian whose 
underlying statistical mechanical system is the Coulomb plasma. 
The potential, V=-2AR:cosvitII8 qx : (x has been rescaled to elimi­
nate the 6 dependence in H (= ^ivx-vx), in this limit may be 

° 2 ? U 
expanded in a Taylor series; V=2A„(-1 + ItJIBq : g =- CtllBq ) : fr : 
+ • • • • ) . If the system is "hot" and x does not fluctuate 

? 2 - 2 It 
violently from 0, then Vss-2* R + AR6lIBq : *r : - 2A (liIIBq ) : fj- : 
and hence one has a massive x theory with mass equal to 8lU„6q 

It 2 2 It 
and a small negative x -coupling constant, g, equal to —3211 B q L , 
Perturbation theory would be useful in this high temperature limit 
since the coupling constant is £mali. Allowing arbitrary charges 
and activities the potential, V, becomes 

V = - £ X ( i ) e 3 6 1 ( l ) * . (3.13) 

By adjusting the A and q one may obtain better approximations 
to polynomial self-coupled field theories. In fact Eq. (3.13) is 
almost a Fourier transform. Unfortunately the A must be 
positive to retain their physical meaning. This restriction ruins 
the possibility of exact approximation. 
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IV. THE TWO DIMENSIONAL SINE-GORDON 

The last two sections have presented general methods and 

techniques. A specific example, the two dimensional sine-Gordon 
12 theory, will be, for the most part, the subject of the rest of 

this paper. As previously noted, this field theory is equivalent 

to a two dimensional Coulomb gas. The interparticle potential is 

a logarithmic one: 

V(r) = - 2 * ^ In — ^ - S - _ (!,.!) 
o 

with a arbitrary. Eq. (i.l) is also the interaction between two 

parallel lines of charge, one with a charge per unit length of q 

and one of charge per unit length of •},,. Thus one may view the 

charges, q, as the charge densities in Jires in the usual three 

dimensional world. The wires are restricted to be perpendicular to 

a two dimensional sheet. Another equivalent model is to replace 

the charged wires by currents. The magnetic interaction leads to 
_ r the same logarithmic potential, V = -21.. ± g In — . The q's would 

o 

then be the currents, I. 

The two dimensional Coulomb plasma differs from the three di­

mensional version in one important way. Due to infrared divergences 

a smeared charge distribution has infinite energy unless it is neu­

tral. Consider such a charge distribution, p, restricted to a finite 
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2 r region, The electric field goes like Q^ — for large r. There-
Vt'7* fore the energy density — % = — goes like .2 

8ff T and hence the 

total energy diverges logarithmically unless the total charge, Q_, 

is zero. In dealing with this two dimensional Coulomb gas one has 

tvo choices. The firut is to require total neutrality. <V would 

become 

> V 2n 

f | ±r IA-AJA--A** Bq 

|R.-R,| |X -X | 
In — - — < L - + In — - — • » - - 2 In a a o o 

* * ! ) '. C.2) 

is independent of a as long as self-energies are retained. 

Os stil ill corresponds to the sine-Gordon field theory because non-

neutral plasmas do not contribute to the functional integral, how­

ever naive perturbation theory is incorrect. A correct vay of ob­

taining the Feynman rules is to use the massive sine-Gordon lagran-
2 

gian and take the limit m-K). As soon as m V*<1 the massive propa­
gator becomes 2 ln|mr|. Perturbation theory when rearranged and 
partially summed gives for r 
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i Xr _ _ r „ 2 

d R * - £ S =* 2 - -2 / ^ 
" n=o q 1=±q q n = ± q 

exp 6 ^ q - Q j l n m | R . - R j | 

i . J 

C.3) 

The non-neutral sums in Eq. (It.3) are proportional to m and 

hence vanish as m-»o. The Feynman rules should use the propagator 

of Eq. (It.2) in the limit where a goes to infinity. The technique 

of adding a mass term to the sine-Gordon lagrangian and letting 

the mass go to zero is not new. S. Coleman used it in a paper 

showing the equivalence of the sine-Gordon with the massive 

Thirring model. It has a physical meaning since it demands neu­

trality of the plasma system. This paper will use this version of 

handling the infrared divergence. Total neutrality will always be 

maintained. 

An alternative approach is to enclose the system in a grounded 

conducting casing. If there is an excess charge within V then an 

equal an opposite charge will appear on the conductor. In calcu­

lating the partition function one integrates V*»v* only over the 

volume, V, since the conductor causes V* to he zero outside V. The 

gaussian representation of *. would be modified to r 
-*L V * * 2 Ao l c o s 6 < i * 

J jPxe V V • ( « • . » • > 
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The equation of motion, j — V x-2* 3q sinBqx=o, is not valid be­

cause of surface terms due to integration by parts. These sur­

face terms represent dynamical degrees of freedom and must be 

quantized. In principle this can be done using the techniques of 
ll) M. Halpern and P. Senjanovic. 
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THE PHASER OF THE SINE-GORDON 

This section will review the work done on the two dimensional 
5 15 Coulomb gas ' and relate it to the work done on the sine-Gordon 

fiela theory. ' "', ' * In particular, the phase of the sys-

ten will be determined. Coleman has shown that a vacuum insta-
2 13 

bility occurs when 6q gets too large. This corresponds to a 

phase transition in the Coulomb system. 

Because the works of others will be referred to and because 

people have used different variables to denote the parameters of 

the sine-Gordon equation, there is some notational confusion. 

For example, the g that Coleman uses is not the inverse temperature. 

When confusion is possible I will subscript letters with the 

authors initials. For example, the 3 of Hauge and Hemmer is j-

the S used in this paper so that 6„ ,. will refer to their inverse 

temperature. This paper, for the most part, conforms with the nota­

tion of Kosterlitz and Thouless. Table 2 provides the relations 

between the parameters of this paper and the parameters which others 

The method of Kosterlitz and Thouless will be used to determine 
•2 the phases of the Coulomb system when A„ is small. For Sq < < 1 , V 

corresponds to the density, so that small K, means a dilute system. 

ft • I Tizr 
w n=0 

2 
In f a c t , a t Bq =o, ., 

- u R vr n 

Consider the situation where 
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>„V»1 even though ^ o " ! - <J- has a maximum c o n t r i b u t i o n for I I > > 1 . 

Replac ing t h e sum by an i n t e g r a l and us ing S t i r l i n g ' s fo rmula . 

K'i 
2n l o g ARV + 2n -2n log n - l o g n . 

»./; 
f (n ) max 

TF e x P <2A R V-log(A R V» 

J 2A„V 
1 R 

1|JTA„V e ( 5 . 1 ) 

where f(n)=2n logA_V+2n - 2n log n - log n and n e 
2n_ 

- R . .^.. - „ . ^ a .. - ^ .. ^ . u U j ! ] a x e 

ARV. n a: ARV for ARV l a r g e . The i n t e g r a l has been approximated 

2 <N> 

by Laplace's method. <N> = A jy-log Ar a:2A V. A = -TTT- which 

shows X_ is indeed a density. The limits A_V>>1 but A_«l correspond 

to a situation where many lions are present but the density is small 

which is the proper statistical limit (in the limit \ R V « 1 , 
1 2 2 <N> as — ARV so <h> <<l which is undesirable). 

When A R is small one can calculate the mean square distance 

between an ion and an electron by assuming that the other charges 

in the plasma may be neglected. In fact the exact expression for 
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the mean square distance is 

,2n 2 -»\ 
I n̂ r i&\"~A% / d* V • -d 2V xi-Ri> 
o 

2N •° > —fiU 

(5.2) 

where U is the energy of the configuration (see Eq. [k.2]). The 

K-l tsr= siv=i fur the mean square distance 

R -26q2lnr 2 j rdr e 

<r > a --
-2So2lnr rdr e -

o 

(i t-2 8q 2)(R 2- 2 B^-r o
2- 2^ 2) 

(5.3) 

2 where r is an ultraviolet cutoff introduced to make <r > well o 
2 defined for 6q 11. In fact if the charges were not point charges 

but "ringlets" of charge densities of radius, r , Eq. (5.3) would 

be the mean square distance between ringlets. In using Eq. (5.3) 

I am not implying that the N=l term dominates. It is obvious from 

the above discussion that a large value of N dominates. Using the 

dominate term is, of course, like using a partition function in lieu 

of the grand sum. Eq. (5-3) is inaccurate in the region r> -Wr«r 



190 

and the integrals should probably be cut off at such a value (which 

is still a large number in the dilute gas approximation). In Eq. 

(5.3) I have neglected "edge effects" which occur if one of the 

charges is near the boundary of the volume. Eq. (5.3) is calculated 

on the basis that one of the charges is at the center of the volume. 

Eq. (5-3) yields the following result for Bq <1: 

< r 2 > a i t l l i l i (x s m a i i ) . (5.I4) 
(2-Bq 2) " 

The'fluctuation in the distance between charges according to Eq. 
2 (5-M is 3arge and hence for Bq <1 the Coulomb system is in the 

plasma phase, that is the electrons and ions do not pair up to 
2 form dipoles. At 6q =1 the same is still true since 

< r 2> « R
 R U R small). (5.5) 

21n -S- R 

r o 
2 2 In the region where l<8q <2 <r •• is renormalization dependent, i.e. 

2 <r > depends on the parameter r : 

2 IT V 2 6* 2- 2 

2 Bq -I c 2 / o \ 
2-Bq2 V R / 

2 . t-2** 

2 Eq. (5.6) shows that although <r > is not of the order of the size 
2 of the system, it is still much greater than r and hence a dipole 
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collapse has not yet occurred. Although some dipoles may exist, 

the preponderance of ions and electrons are still unbound and thus 

the Coulomb plasma phase still occurs. Of course as A gets bigger 

the above conclusions may no longer be correct since Eq. (5-3) is 

based on the dilute gas approximation. It's conceivable that if 

2 2 Finally for Bq =2 and Bq >2 the dipole phase occurs since 

< r 2> s: 2r 2 In — (Bq2=2) 

2 
<r2>a&~± rf (6q 2>2). (5-7) 

Bq -2 

2 A phase transition occurs around Bq =2 for small A_. The nature of 
2 the phase transition is simple: as Bq increases the free ions and 

electrons of the Coulomb plasma oollapse to form dipoles, and a new 

gas of weakly interacting dipoles is formed. This phase transition 

has been examined in more detail by Kosterlitz and Thouless who find 

a divergence in the polarizabilit.' in going from high 6 to low B 

(i.e. from dipoles to the plasma). This divergence is understandable 

since as the temperature increases the average separation between a 

plus and minus forming a dipole increases. This causes the dipole 

moment to increase and as a result the polarizability of the system 

is greatly enhanced. Using reasonable methods they obtain that 

q^B s2. critical 
This phase transition has an important relation to the sine-
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2 2 

Gordon field theory. The point Bq =2 corresponds to B c = 8n. It 

was precisely at this point that Coleman found a vacuum Instability. 

One can now understand this instability from the Coulomb point of 

view: it is precisely a phase transition from an ion plasma to a 

dipole gas. 

Solitons are known to exist as solutions to the sine-Gordon 

equation. The way the critical temperature varies as i„ varies 

is important since it may affect the number and stability of soliton-
17 antisoliton bound states. Luther has proven quantum mechanically 

2 
stable bound states occur for n=l,2,-**-, ^ „ (o<8q <2) 

2-6q 
(n=o always exists and is the usual soliton) with masses of the form 

in = C(6) s i n ^ - & — , (5.3) 
2-Bq 

where C(e) is a temperature-dependent renoroalized constant. The 

renormalization of C depends on the lattice spacing and the x-y 

anisotropy (Luther used the spin -r x-y-z lattice chain to obtain the 

above results). This seems to indicate the number of bound states 

does not depend on X R. 

There are three possible phase diagrams which might occur. 

These are shown in Figure 6. In these diagrams the pressure, p, or 

the density, p, may be substituted for XR if the equation of state 

is known. One strongly suspects that X„ increases monotonically 

as p or p increases for fixed volume and temperature. If Figure 

(6a) is the situation, the dipole phase {\„ very large) would 
o probably prevent the solitons from existing even though Bq is less 
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than 2. Both (a) and (c) cases require an additional parameter 

enter the theory, since A_, being the only dimensional constant, 
19 

has no dimensional quantity to set the scale. It s therefore 
2 meaningless to plot A versus 8q • Indications (see section 7) 

are that for 3q~?i a cutoff must be introduced due V u-traviolet 

singularities. If this cutoff car. be removed vithout introducing 

n nev dimension into the theory (i.e. there is no dimensional trans­

mutation) then the only possibility would be (b) and solitons of 
2 arbitrary n occur for 6q sufficiently close to 2. Kosterlitz and 

Thouless obtained a curve similar to (c). They got fi . . ,q = 
' critical 

2(1 + cX ) with csl.3n. They used a cutoff in their potential 

(U„ _ [r]=-q,q0 In — + 2u for r>r and U(r)=0 for r<r ). The 
K. 1 . 1 el r O O 

o 
reason for their result is simple: they view the Couloab system 

2 fror. the dipole side of B .». .q . Their first approximation critical 
was to neglect the effects of all other dipoles in calculating 
2 <r >, the mean distance squarea between the plus and minus consti-

2 tuents of the dipole. They obtained 3 - ,q =2. What corrections y critical^ 
result if other dipoles are taken into consideration? Basically, 

it will be easier to separate the plus and minus constituents be­

cause dipoles will interpolate to reduce the potential. Conse­

quently, each charge is partially screened and it will be easier 

to pull them apart. The presence of dipoles lowers the temperature 
2 at which the phase occurs (in other words 3 - - -,q increases with r critical^ 

A R ) . Tney expressed the screening in terms of an effective dielectric 

constant e(r) which depended on the separation of the plus and minus. 

If possibility (c) occurs as Kosterlitz and Thouless have predicted 
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one vould expect the number of states to be different than it 

presently predicted (a natural guess vould be n=l,2,--", 

Critical"6 
and correspondingly »n = «•) Sin f fl—f-J |_ critical J 

I refer the reader to their paper for their results. It may be 

that the situation depends on hov one modifies the potential at 

short distances (to eliminate the ultraviolet singularities), and 

thus Kosterlitz and Thouless's result is one possible example which 

might otcur. 
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VI. THE NON-LINEAH a-MODEL 

This section will show the equivalance of a non-linear o-model 
20 and the sine-Gordon equation. First consider the linear 0(2) 

o-model with a linear symmetry breaking term: 

and 

2= \ Oo) 2 + \ On) 2 - v(0,n), (6.D 

V(o.n) = -2ao+g(o2+n2-f2). (6.2) 

2 2 2 
Waen a=0, ni=0 (Goldstone boson) and m =l6gf„ (the usual PCAC 
type relation of the o-mass "being proportional to f n). When a ̂  0 
the minimum of V occurs at 11=0, o=(sign a)f_ + — ^ ( — ] + 0 { —r \ and 

2 2la| h\Ut* K & ' 
the n-field acquires a mass, m = ' ' + 0 1 —J. The non-linear 
o-model with a linear symmetry breaking term is the limit of Eq. 2 2 2 (6.2) as g-K». This has the effect of requiring a +n =f_. In fact, 
if Eq. (6.1) was used in a functional integral the limit g-*» would 

2 2.2 produce a functional delta-function, 6(a +n -fjj)- T ° enforce the 
2 2 2 relation a +11 =f n let 0=-fn cose and H=-f sine where e is a new 

field. St becomes 

*r= | f2Oe)2+£-.fncose . (6.3) 
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which is the sine-Gordon lagrangian. Rescaling 6= — x gives 
n 

JL - §• (»x) 2+2»f ncos{ ^ x ) , (6.U) 

or V(x) * -2af„cos ( — x) fror. which one can translate the parameters 
' n 

of this model with the Coulomb gas parameters: 

X = 2af. 
o n 

fUne q = 7- or |q 2- - i ^ . (6.5) 
h 

Since a phase transition takes place in the sine-Gordon field 
2 

theory at Bq * 2 for \_ small, a phase transition must occur in 

the non-linear 0(2) o-model with small symmetry breaking term for 

fn«!l/y8n . This complements the results of E. Br^zin and 
21 22 

J. Zinn-Justin and W. A. Bardeen, B. W. Lee, and R. E. Shrock 

vho find transitions in the 0(N) non-linear o-model in 2+c dimensions 

for N>2. 
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VII. fcEHORMALIZATION 

S. Coleman has indicated that the only renormalization necessary 

in the tuo dimensional sine-Gordon model is for the self-energy tad­

poles (such as in Figure lb). These infinite contributions can be 

absorbed in A . One should use a renormalized activity A- and ignore o A 

the tadpole self-energies. S. Coleman's result is true for 
2 2 2 

6q <1 {6„<Uz). For 8q 21 the result is incorrect.: although there 

are no divergent graphs in any finite order (in A R and 8) of pertur­

bation theory, there are divergences when graphs are summed. The 

reader has already seen an example of this: the connected vacuum 

bubbles of order A„ (the graphs of Figure h minus the first one). 

They sum t o 

H^htHP iii 2n 

2{2n>! 
2 2 

" 2 A R V 

2 X R V 

o 
/ . d

2 r feT-fe r2Bo. 

- R v 

= 2 X 2 v / / r [ r - 2 ^ - l ] , ( 7 . 1 ) 

2 2 
which converges for 8q <1 and diverges for Bq >1. Vacuum bubbles 
are not the only diagrams vith divergences which cannot be absorbed in 
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X . Consider the contributions to the two-point function from o 
the graphs- of Figure 7. They sum to 

2 f 2 ( 2 l x " Z l ' 
S(x,y) = ( 2 X R r J d \ } d z 2 In — j ^ - In 

\*9-*\ 

>?f - m 2 
•26(1 

-1 (7.2) 

The parameter, a , has been left in and naive Feynman rules have 

been used in calculating Eq. (7.2). This is because the Green's 

functions for the fields X(x) are ill defined. The interesting 

and well defined operators are the • (x)=e B1>" x'. £ q. (7.2) 
2 2 

converges for Bq <.l and diverges for Bq 21 [the same would be true 
if one calculated the Green's functions for the • (x)]. Note that 

q 
any individual graph of Figure k or Figure 7 is convergent. Thus one 

2 2 

has a situation (Bq 21) where to any finite order (in Bq ) graphs 

have no ultraviolet divergences yet when perturbation theory is 

summed to all orders ultraviolet divergences appear, implying that 

non-perturbative renormalization methods are necessary. Of course, 

one can look at A-(Eq. [U.2]) directly to see that there are ultra-
2 violet divergences for Bq 21. 

This section will consist of showing that to all orders in 
2 2 

* (as well as Bq ) 4* is well defined when Bq <1> 1 take this to 
be a proof that the 0(2) non-linear o-model and the sine-Gordon 

2 23 field theory are renormalisable to all order for Bq <1. For 
2 Bq £1 a cutoff must be introduced. Whether it may be removed by 
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vave function and coupling constant renormalizations is unknown. 

If additional interaction counter-terns must be added to the theory, 

then the sine-Gordon lagrangian vould have to be modified and the 

equation of motion would be an inaccurate representation. An impli­

cation of this: the soliton-antisoliton doublets would not exist. 

I suspect that renormalization should be possible at least for 
2 17 

l<3q <2 since lattice methods have shown the existence of these 

doublets. It is still uncertain how to do this in the continuum 

field theory, although the equivalence of the non-linear o-model 

and the sine-Gordon offers a possibility: since g has dimensions 
p 

of (mass) and the linear o-model (Eqs. [6.1] and [6.2]) is renorma-
lizable, g acts as a cutoff for the sine-Gordon theory. If one can 

show the relevant quantities are g-independent (or g dependence 

can be absorbed into \ ) for large g then this would provide the 

method of renormalization. The same is true in dimensions three 

and four where the equivalence between the two models still holds. 

Thus there is the possibility that using the linear a-model one 

can renormalize the sine-Gordon lagrangian in three and four di­

mensions . 

I will now present, strong evidence that the partition function 
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,2N 
V^ R f 2 2 f 2 2 

2. iTin i d v , d XMJ d y i " " d y N e x p 2Bq 

x j £ [ l n l x ^ l * mlyj-yjll - J l n | x . - y j | 
\i<J i.J > 

(7.3) 

converges for Bq <1. * R, of course, is e °* absorbed in 
X . The method is not intended to be rigorous: physical arguments o 
are used to approximate *-. Eq. (7.3) contains only neutral con­
figurations because of the infrared singularity of the theory as 
discussed in Section IV. The arguments of this section also apply 
to the situation where neutrality is not required. 

*• acquires a big contribute, j whenever an x. approaches a 
2 y and Bq is near 1. The nature of the singularity is governed by 

VI(Bq 2, E) = /d 2x /d 2y e-2eq2ln|x-y| m y m .2-2Bq 
1-Bq 

(7.10 
|x-y|<e 

Eq. (l.k) is the contribution to * when a plus and minus are within 
e of each other (boundary effects being neglected). If c is suffi­
ciently small the plus-minus dipole will look like a neutral object 
and will interact very weakly vith other charges and dipoles, even 
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when these objects approach the dipole. e is just a small para­

meter. If a plus and minus are within e of each other then one 

says a dipole is present in the system. Since there will be a mean 

density, p, for t*e plasma and in this dissociated phase charges 

are randomly located, the average distance between charges is roughly 

•v, — . One can take e to be a fraction of this distance, say 

. - o.i^f . 
Consider the term in A with N plus charges and N minus charges 

(i.e. V 

Z« " tftW J A - A I***!'"**** e_S " ̂'̂  <*.5> 
and single out the contribution due to dipole* 

"N N!M! 
-6U„ f 2 2 f 2 2 N jd 2x 1....d 2x HJd 2y 1....d 2y Ne 

|xi-y,|<c for some i,J 

-6UM 

for some i 1,J 1,i 2,J 2 

+ ... • + 

i « i -y< i < £ 

xl °1 

! xi -y, l<e 
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• /d 2x 1....d 2x H/d 2
y ; i....d 2y Ne" B U K 

|x- -y, |<E for some ordering of 
1 Jl 

ix- -y, l < £ t n e *' s and y's. 
2 32 

lxi " yl l < E 

f/2 J2 (.2 ,2 

no dipoles 

-BU. (7.6) 

The first H terms in Eq. (7.6) have precisely 1,2,»"«, respectively 

N dipoles. The last term is the no dipole term where no x, is within 

c of any y . Because dipoles interact weakly they may be factored 

out of the summands of Eq. (7.6): 

N V A[l(Bq 2,c)]^ 0
(
D iP° l e U ) 

h * 2 
4=o 

where 

N-t 
11 

(7.7) 

No Dipole 

n V n V / ^ l - - M ^ l - - ^ n e - e U « ( ^ ^ ) . (7-8) 
no x. within e of y 
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The combinatorial factor is accounted for as follows: There are 2 
~ »I * ways of pairing up i pluses with I minuses 

from a set of M pluses and N minuses. This number times jy ;rj- gives 
the t l ( M . t ) 1 , / M _ t ) 1

 o f Eq s- (T.T) and (7.8). Eqs. (7.3), (7.6), and 
(7.7) yield 

t.™«°^y*>WM. (7.9) 

As long as 6q <li I(8q ,c) is small as one sees from Eq. (7.U). It 
remains to show A. (e) does not diverge. Heuristically the 
reason for this is as follows: *s vanishes if a plus 
approaches a plus or a minus approaches a minus and hence the charges 
must be evenly distributed when N becomes large. Consider a minus 
charge. Sincu the plasma is neutral it will se a charge distribu­
tion of +1. Neglecting boundary effects, one can lump this +1 charge 
distribution at some effective distance r -~(N,e). For e small enough 
r _ will be independent of e and for N large enough it will be a 
slowly varying function of N. For simplicity take r „ to be a con­
stant as N goes to infinity. Then for large N 

.23 , 2 
_No Dipolr •• "• ""•-

h 
e „. A. i (T -2B1 2 \ v 2 N (7 10) 

N! N! V eff I ir.xo; 

. „ . . . ,. . No Dipole. V ,2N „No Dipole and this implies dr = ̂  J, L " converges. 
n=o 

To make the above argument more precise let N be large. Break 
V V into 2N square cells of volume jj . The length of the side of a 
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cell is J-gfi * d(N). Approximate Z M° l p o e by summing over all 

ways of placing the plus and minus charges into the 2N cells: 
2N 

_Mo Dipole K 

N 
Y — -8U(C) (7.11) 

is the area in which a charge is allowed to roam, C is 

a placement of the pluses and minuses into cells, and U(C) is the 

energy of such a configuration (calculated with the charges at the 

center of the cells). The minimum energy configuration by symmetry 

occurs when the plus and minus charges alternate as in Figure 8. To 

approximate the energy of this configuration, pick a charge. It has 

four nearest opposite charges (Figure 9a) contributing a factor of 
2 

(d )™ and four nearest like charges (Figure 9b) contributing a 
2 

factor of [(V2d) ] q . In the next row (Figure 9c) there are 

eight opposite charges and eight like charges giving a factor of 

[ (2d) V 6 * 2 [<V5d) 8r 2 6 q 2 [(Vod) 1 4] 2 8* 2. To this order e - B U ( s l n « l e c h a r g e ) 

p 

= I1! (T) (T) 1 • Taking into consideration all rows and neglecting 

edge effects 

f(N) - e-8U(single charge) 

: n n ^VnWJ 
l.(-l)m+D26q2 

c=o m=l 

exp £ £ (-Dn+,°1'B<l2ln(n2
+m2) (7.12) 

n*o m=l 
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Because the signs alternate f will be a slowly varying function of 

N (for example the third row multiplies the result of the first two 
2 2 

by only [ (^) 2(^) 2(j^) 2] 2 f l Q *(l.0l.) 2 6 q ). The total contribution 

—su(c ) 
to e m i n is [f(N) 2"] 1' 2 (2K for each particle and a 1/2 for 

double counting). One can bound Z *^ by replacing e by 

its maximum value f(K) . Since there are (2N)1 ways of putting the 

charges into the cells, 

No Dipole , (2H)! r f f „ n H / X Y 

v^f (K)'VCmr e- 2 N 

HIN! ' ( T - 1 3 ) 

where Stirling's approximation has been used in the last step. 

Since f(K) (Eq.. (7.121) is a slowly varying funciton of N, 2™° D l P ° l e 

is highly attentuate for N large and 4r„ _. converges. 
2 2 

It has now been shown that 'VtX-^q ) is finite for 69 <1-

iir represents the sum of all vacuum bubble diagrams (in a finite 

volume limit). Since this sum converges this indicates that other 

functions (such as Green's functions of the relevant operators) will 

have no divergences. It is folklore that the vacuum bubbles repre­

sent the most ultraviolet divergent graphs. 

The main result of this section is that the prescription of 

absorbing the self energies into the activity renormalizes the 
2 sine-Gordon to all orders when Si <1. 

For the statistical analogue field theories discussed in this 
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paper, renormalization may be regarded as the removal of smearing 
functions. Consider the sine-Gordon. When 4r is smeared by an 
appropriate f (Eq. [2.19]) a well defined non-trivial partition 
function, A(f) is obtained (veil defined in the sense that no 
infinities occur and non-trivial in the sense that 4(f) is not 1 

2XRV 0 

or e , which is the ideal gas grand partition function). *(f) 
is, however, non-relativistic. One would like to take the limit 
f(x)-*S (x) so as to recover PoincarS invariance. Doing this naively 
causes *(f) to go to one because the 1Ĵ 0 terms give zero due to the 
infinite self-energy. The way to avoid this problem is to let \ , 
the bare activity, depend on f: * si (f). <p becomes 

- B / 2 ^ + 2i Q(f) JcosBq(x*f) 
-(f) = | |P Xe V . (7.H) 

2XQ(f)V 
Eq. (l.lh) gives an upper bound on t of e since the func­
tional / cos8qx*f< V. & has a lower bound of 1 since the partition 
function is a sum of positive terms beginning with 1. * Q(f) is 
adjusted so that , * ( [ ) : • is non-trivial and any such limit 

f+6 ' ° 
•should produce a good theory. The reader has seen one example of this, 

2 the sine-Gordon in two dimensions in the region Bq <1. If one takes 
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-Bq2/f(r)ln|r-r-|f(r-)d2rd2r' 
A (f) = Ce , (7.15) 

where C is arbitrary (from A_=A e~ ~ " ** one identifies C 

with A„), then the limit f(x)~4 (x) produceb a well defined ^ . 

X (f) goes to infinity in such a way as to keep A_ finite and pre-
o 

vent <{, from going to 1. In the region 8q 21, the A (f), defined 

by Eq. (7.15), would cause *<f) to become infinite as f-»S and in 

this new region one must not let A (f) go to infinity as fast as in 

tne Bq <1 region. Possibly a sequence of A (f)'s can be found which 

affects a cancellation between self-energy and interparticle inter­

action infinities. 

Green's functions (and other relevant objects) must always 

be calculated using this limiting procedure. Consider 

G(x,y) = < e
i6lx(x) e-i8q X(y) > 

„ e*B<lxU)e-i.Bqx(y) _ (7.16) 
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Even after smearing ( fcosgqx*f) and using A (f) of Eq. (7 .1?) , 

this plus-minus Green's function i s zero due to the ultraviolet 

infinite self-energy produced by e

i B < « ( x ) a„ d e-iB9X(x)_ ^ 

correct way of calculating i s to replace Eq. (7.15) by 

- B j a g S t + 8*0<f> J co.«q(x.f> 

G(x,y) = i Jp-xe V 

z 2 ( f ) e i B q ( x * f ) ( x ) e - i 6 q ( x * f ) ( y ) > (T.17) 

where Z(f) is a wave function renormalization constant. From 

physical principles one knows 2(f) must be proportional to 

exp{-Bq Jf(r) ln|r-r'j f(r') d r d r') since G(x,y) has a physical 

interpretation: G(x,y)<y is the partition function for a neutral 

Coulomb gas with a plus charge at x and a minus charge at y. 

Non-renormalizability can be viewed as follows: As t-*i 

di poles, triatomic molecules, molecular rings, and other polyatomic 

structures will begin to form. One must introduce renormalized 

acitivitea for each of these structures. If f-*5 is too singular 

a limit to take, an infinite number of polyatomic objects will form 

causing one to introduce an infinite numberof renormalized activities. 
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This infinite set is reminiscent of what happens vith polynomial 
field theories such is t io four dimensions. Here one is forced 
to introduce an infinite set of counterterms, _ 

2n I <«e2n>*2 

n=l 
The 6g„ couplings correspond to the unrenormalized activities. 
In the high temperature limit of the sine-Gordon V(n)e2L 

2 U 6 
l-l+(Un6q2) \- - (i<n8q2)2 £r + (UHgq 2) 3 £y- J which is a polynomial 

field theory with a x leading term. The high temperature sine-Gordon 
being similar to this polynomial potential implies the formation 
of polyatomic structures in the x theory. Thus one suspects that 
the cause for non-renormalilability for the statistical analogue 
field theories is the same as in non-renormalizable polynomial field 
theories. 
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VIII. TIDBITS 

The correspondence between sine-Gordon and Coulomb gas indi­

cates that many effects are completely missed In the naive treat­

ment of the theory. Must important is the structure of the vacuum. 

When A„ la vary small perturbation theory is valid. The vacuum 

looks like a "vacuum" since few charges nro present. When A,, geta 

bigger, the vacuum Is full of changes and the perturbation theory 

vacuum 1a a poor approximation to the real vacuum which contains 

many pjua and minus Ions. Also missed In perturbation theory Is 

t.lit* phase transition at (in/ near i*. When Jiq* Is small the vacuum 

(and hence- the entire theory) is radically different from when 

fl'l' IT large. The Importance of the nature f>f the vacuum la neglected 

In must treatments of ."leld theory. It will be a rompl 1 rated vacuum 

structure which will lead to quark confinement> asymptotic freedom, 

and the hadron spectrum. A vacuum consisting of a gas of "qut*nta" 

would be compatible with asymptotic freedom and quark confinement. 

When two quarks are placed at amal1 aeparatlon distance usually no 

vacuum quanta wilt be between them. The physical vacuum has little 

affect on theae two quarks. Haticc small distance behavior would be 

governed by bare vacuum and frca Interactions. At large separation 

distance the quants would Interpolate between the quarks and strange 

affects could occur. Kor example, a condensation into another phase 

might take place In the region between quarks especially if the gas 

Is near a pirnse transition point. Such a condensation could provide 

a confining potential, in the two dimensional sine-Gordon in the 
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p 

plasma phase (Bq sma l l ) one has asymptot ic freedom. G(x ,y) 

{Eq. [ 7 . l 6 ] ) goes l iKe | x - y | " flq for small | x - y | . Th is I s the 

same as In a fre& f i e l d theory (one would sum t h e diagrams of 

F igure ii with t h e two v e r t i c e s l a b e l l e d by x and > ) . liuwevcr, In 

Lhla aame phase t h e r e i s charge s c r een ing for l a r g e d i a t a j i c e b , and 

hence the o p p o s i t e e f f e c t one wan La In conf inement ; l a r g e l y o rpa -

rot.eu i / iargea have no I n t e r a c t i o n with each o t h e r , they merely i n t e r ­

ne! i n d i v i d u a l l y with tJje vacuum. In the d l p o l e p h a s e , d i f f e r e n t 

r iTri 'La n r l t i c . If one placeti a number..r widely s e p a r a t e d cha rges 

,nT., i.hti vacuum, the vacuum wi l l Immediately produce the oppwaitt-

<-hargf*fi Lc, Turra dl po les a t the coat of HM per i-hargr-. On this* 

phya 1 ca J has la one can wrl t e 

IWuxd',) l«'ix(i» r ) , 
> 1 n \ n , ., . 

< r • • • • e > ^ . A H , ( l i . l l 

wlit-rr / , . (x ) d * * - ! i , ,. pea l i e . l about- x a n d a l l * w i d e l y a p a r c i i . 

M e c a u a r t ' l i a i ' gea a r e 1 mined 1 a t . e l y t u r i i e i ] i n t o i l l | . o i e t ) t h e ( i r e e n * a 

f u n c t i o n o ( x , y ) (Ku.. I V . H ' J ) l a o n a L o n t f o r l a r g e | x - y | , a n d I. he 

I.WH t ' h a r g e n W i l l l t u t he c o n f i n e d . 

Now cons ide r the s i t u a t i o n when f r a c t i o n a l chargea (aay a 

• J/ . ' and a - l / l ' ) ore place.] in the vacuum. These f r a c t i o n a l charge a 

cQjui>>L form d lpo l ea because t h e vacuum i)uui ia a r e i n t e g r a l . The 

f r a c t i o n a l charges a r e not sc reened , flic i n t e r a c t i o n between the 

*!/• ' ajid t h e -if'.' w i l l be e s s e n t i a l l y a loga r i thm -*l t lgatc i i by 

d l p o l e e f f e c t s . The d i p o l e s t r e n g t h (which la ae te rminea by r e n o r -

m a l l z a t l o n ) w i l l govern how much the d i p o l e s i n f l u e n c e the i n t e r a c t i o n 
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of the fractional charges. For weak dipoles, one expects the 
logarithmic potential to remain intact. One can write 

i&fx(x) -iBfx(y) OB- S<I*«U <e 2 e 2 >-|x-y|- 2 6 < 1 ( | x - y | ) , (8.2) 

with q(r) an effective charge satisfying q(r)»l/2 for r-»0 
(asymptotic freedom) and q(r) slowly varying for large r. This 
type of charge screening of the Green's function is reminiscent 
of a similar phenomenon found in the massive Schwinger model. 
In general oxvt has 

< eiB(N+f)q X(x) e-iB(N+f)q X(y). 

- A f | x - y r 2 6 f 2 q 2 ( | x - y | ) , (8.3) 

with 0<f<l, fq being the fractional excess charge. For f=0 the.-
Green's functions are roughly constant. One can, of course, 
introduce triality operators 

iBfx(x) . -iBfx(x) 
• ,,(x)=e and » ,,(x)=e = * , , ( x ) . The Green's 

functions for these operators vanish unless the number of • ,_'s 
1/3 

minus the number of * Q/o' s * s three times an integer. * .,» , 
configurations and * a/q* Q/o* Q/3 configurations exist. This resembles 
the triality of the quark model. Of course, there also are n-ality 
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(2) *»£x<"> 
operators */'*« and •„/„(*)* *_ 0/ nt x'- I r i s t h e nature 
of the vacuum that determines these unusual effects. 

Fractional quanta have already been used as a possible quark 

confinement mechanism in four dimensions. Th~ model in DD"d is the 
2k meron gas of Callan, Dashen, and Gross, where tn. char0e in the 

theory is not the usual charge but the topological charge, and the 

particles having fractional 1/2 charge are the raerons. The use of 

fractional quanta is not as unnatural as one might think. 

Another interesting effect is that the relevant operators are 

of the form * =e (xtpl5 I x W p W d ' x) since these operators 

produce charge distributions, p, in the Coulomb analogue model. 

These operators are precisely the ones Coleman used to show the 

equivalence between the sine-Gordon and the massive Thirring. 

Being use to perturbation theory one usually works with the bare 

vacuum and approximates the interacting fields by free fislds in 

which case the interesting Green's functions are <x(x,) x(x )>. 
1 n 

The sine-Gordon theory shows that such simplistic vacuum expectation 

values may not be the interesting ones. In fact there is no reason 

why, in a particular theory, the relevant operators are not compli­

cated functions of the fields. This conclusion may be applicable 

to gauge theories. 

A third unusual effect is due to the infrared divergences in 

the sine-Gordon two dimensional theory. The normal Feynman rules 

are invalid. For example, one would conclude from^f =2A cos Bqx 

that bubble diagrams of order X (such as in Figure 10) contribute 
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to the vacuum energy. This is incorrect since it violates charge 

neutrality. Benoroalizatlon procedures would be upset if non-neutrality 

is not maintained since the use of In ' "l for the propagator 
o 

would make the theory depend on a , which it should not. The 

modification of naive perturbation theory rules by infrared diver­

gences may affect four dimensional theories such as the popular 

gauge theories. If such an effect OCCUTB the usual Feynman rules 

are wrong and may upset the renormalization of Infrared singularities. 
o Fourthly, it is curious that to every finite order (in 8q ) in 

perturbation theory there are no ultraviolet singularities; yet 

when all orders are summed an ultraviolet divergence arises when 

Bq 21. The reader kas already seen this in the bubble diagrams of 

Figure k. They have no ultraviolet singularities to any finite 
o 

2 C —2BQ 2 order; yet when summed they are ~\R Ir d r which diverges for 
? Bq il. 

O.ie unanswered question still remains: since the sine-Gordon 

equations has soliton solutions, what do these solitons mean in 

the Coulomb gas context? Mandelstam has constructed the soliton 

operators. They are of the form 

*[X^t] = C l j 2 exp ^IliB"1 J*dcn(?,t) + | B„*(x,t) 

*l>2(x,t) = C* > 2 expJEniB^1 | Xda(t,t) i i 8M»(x,t)j. 

(8.M 
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Using B « \ linfl q, rescaling • * */ fif X •»* rotating to 

Euclidean space 

* l j 2(x,t) « C 1 > 2 exp|+ j^ J* d?x(t.t) + iB | x(x,t) 

* l , 2 ( x , t ) * Cl,2 e x p j ' 2q" / Xd«<C.t) * i6 § xU,t)j 
(8.5) 

i 8p • V y (x) The operator e r A produces a dipole of strength p since 

e i B P - V X ( x ) , e x p ( ig £ tx(x + |- ) - x(x - § )| produces a charge £ 

at x * T and a charge - ' at x - 7; (vhere p=p<x). •-(x) has the 
£ 01 £ J. 

interpretation of producing a charge + r- at x and an imaginary 

dipole string. The dipoles point in the t-direction and have a 

strength density of •%-? . The string is along the x-direction 

and ends at x. The imaginary dipole.' string makes little sense 

from the Coulomb point of viev. Because of this complicated inter­

pretation, the Coulomb gas analogy does not seem useful. 
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IX. SIMURY 

Here is a list of the main results: 

A. (Section II) Certain field theories are equivalent to gases 

of interacting particles, in particular 

1. The sine-Gordon corresponds to P. neutral Coulomb gas. 

2. The "massive" sine-Gordon and the Massive Schwinger 

model at zero Coleman angle correspond to a gas of 

quanta interacting via Yukawa potentials. 

B. (Section III) The Feynman diagrams for these theories have 

a statistical mechanical interpretation. The correspondence is 

outlined in Table 1. 

C. (Section V) The vacuum of the tvo dimensional sine-Gordon 
2 2 

undergoes a phase transition at 0q near 2. For f)q -2 there is a 
2 2 

plasma phase and for B<1 >2 there is a dipole gas phase, gq «2 is 
13 precisely the value Coleman finds a vacuum instability. 

D. (Section VI) The tvo dimensional non-linear 0(2) o-model vith 

linear symmetry breaking term is equivalent to the sine-Gordon theory. 

Results C and D imply 

1. The o-model undergoes a phase transition for f_» 

2. The o-nodel contains solitons and fermlons. 
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E. (Section VII) When 64 <1 the sine-Gordon (massive Thirring 

and 0(2) o-model) are renormalizable to all orders, i.e. they 
25 

are veil defined theories. 

F. (Section VIII) The dipole phase of the sine-Grodon completely 

shields integral charges but is unable to do so for fractional charges. 

G. The relevant operators for the sine-Gordon are not simply poly-
ifiav(x) nomials in the fields. They are * (x)=e ** and have the simple 

physical interpretation of producing a charge, q, at x. They are 

the operators used by Coleman to prove the equivalence of the sine-

Gordon and massive Thirring models. 

H. (Section VIII) Operators exhibiting the quark-like triality 

condition are * /-at*)' They have this property because of the 

infrared singular nature of the sine-Gordon field theory. 

I. (Section XV and VIII) Halve Feynman rules may be incorrect when 

infrared singularities occur. The sine-Gordon exhibits such a pro­

perty. 

J. (Section VII and VIII) The sine-Gordon has no ultraviolet singu­

larities to every flniter order of perturbation theory; yet when 

diagrams are summed an ultraviolet divergence appears. 



218 

K. Callan, Daahen, and Gross have recently shown that the instanton 

approximation to 2-d charged scalar electrodynamics vith massless 

fermions is equivalent to a neutral Coulomb gas. The instantons are 

NielBen-Olesen vortices. The effect of the massless fermions is to 
2 

raise the inverse temperature, B9 > from 0 to N, the number of fer­

mions. Since the Coulomb interaction is mitigated at short distances 

their model has a natural renormalization. Their result together with 

Result I of this paper implies their model will possibly have (sine-

Gordon) solitons. The existence of such solltons depends on how much 

the Coulomb force is modified and how good the instanton approximation 

is. 

There is a good chance that a theory of strong interactions in 

four dimensions will have many of the properties exhibited by the 

two dimensional sine-Gordon theory. It is conceivable that the hadron 

vacuum has a complicated structure which must be treated using statis­

tical mechanics. Strange effects can occur when such a vacuum has 

"lot's of quanta" in it. It would be able to support asymptotic 

freedom because at short distances the quanta are ineffective and at 

the same time it could provide confinement since at large distances 

the many body effects of such quanta can be unusual. It is conceivable 

that string like-structures or other types of extended objects could 

condense out of the vacuum when other quanta such as quarks are intro­

duced. Further unusual effects created by strong interaction vacuum may 

provide for the triality condition now observed. 
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Table 1: FEYKMAS GRAPH CORRESPONDENCE 

Statistical Mechanics Field Theory 

particles vertices 

interactions 

V 6 

H 
cluster expansion 

correlation functions 

propagators 

coupling constants 

N order diagrams 

expansion in 1\ j (cos Sqx-D 

Green's functions 

charge, q, produced at x •«-* the operator, * ( x ) - e i 6 q x ( x ) 
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Table 2 : NOTATION TKANSI.ATIOH 

I n v e r s e Dimensional 

i n f e r e n c e Temperature A c t i v i t y Fa> t o r 

This Paper $ V*R a 
o 

.1. F r b h l i c h 
(Ref. 5) BF-B 

Z F = 8 * R n 6 q 2 

— 

Coleman 
(Ref. 13) BC-\[M$ * 

a =8IU Bq 2 

o o ^ 

a - 8 M 3 q 2 

1 

Mandel6tam 
(Ref 16) 

B M - \ f 4ni q w2=8nxoBq2 

cu 

K o s t e r l i t z & 
Thouless (Ref. 15) S K . T . = & *K.T. r o 

Hauge & 
Hemmer (Ref. 15) B H . H . = 8 — L - 1 o 

Luther 
(Ref. 17) 

e L - i Bq 2 

M L - n ( l - i Bq 2 ) 

Y£=4nBq 2 ( l - j Bq 2 ) 1 
— 
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MOTES TO XABLB 2 

As previously shown, a correct definition of the energy makes the 

theory independent of a even though the potential is 2ln — . Varying 
° ao 

the dimensional factor redefines the self-energy (and hence the activity) 

at the cost of redefining interparticle energies. This is done in such 

a way that the total energy remains unchanged. 

The massive Thirring model, X. =i|/(i"i-M)t'- 1/2 6(*YU4i)(Jy I|I) is 

known ' to be equivalent to the sine-Gordon: g= | — - -1] n and •• - M 
2X cos v kna IX corresponds to -Mw>. M, a cutoff dependent quantity 

(like \ ) depends on how one renormalizes and thus nay be chosen arbi­

trarily. 

The 0(2) non-linear o-model with linear symmetry breaking term, 
2+JI2-f2) , is also 

equivalent to the sine-Gordon: 

>* lim 1/2(8 o J O M + 1/2 (a -iUa"!!) • 2ao+g(o 2 +n 2 -f 2 ) 

f„ = - = = — and a = *„J0B q. 

-2Bu, K.T. X„ _ -e ' ' . Kosterlitz and Thouless interpret y m as the 

energy required to create a plus-minus pair at a distance of their cut­
off, r . 

o 
Hauge rnd Hemmer deal with a partition function so that the activity 

never appears. 

In Luther's paper the coupling constant corresponding to the acti­

vity comes in via the inverse lattice spacing. 
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(o) 0>) 
FIGURE 1 . SOME FEYNMAN GRAPH COMBINATORIAL FACTORS. In (a) 
there are four lines connecting the two vertices. According 
to rule (e) there is a factor of -r->. (b) is a three-fold 
self energy tadpole. According to rule (f) there is a factor 
of -L i 

y. z/ 

yff\ -*" A + /R + /fa*'" 
FIGURE 2. THE EFFECT OF SELF-EIERGY TADPO-^S. The bare ver­
tex is replaced by a sum of terns, each one with an additional 
tadpole attached. 

+ v + V + ... =ci RENORMALIZED 

FIGURE 3 . THE DIAGRAMS OF ORDER X . 
o 

+ o + + ••• 
FIGURE i». THE DIAGRAMS OF ORDER X R

2 . The self-energy tad­
poles are dropped acording to the modified (b) and (f) ruo.<-;. 
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. ' . + /.•*- A - ^ + - A A + i 

(a) (b) 
FI6URE 5. DIAGRAMS OF ORDER X R

3 . Diagrams of figure (a) 
have sn even number of propagators between vertices, whereas 
(b) have only an odd nuaber. 

X R* X' D J, 

PLASMA DIPOLE 
2 /Sq2 2 /8q2 
(Q) (b) 

FIGURE 6. THREE POSSIBLE PHASE DIAGRAMS. 

•y • • - • • • 

FIGURE ?. CONTRIBUTIONS TO THE TWO POINT FUNCTION. Although 
individual graphs are not divergent, the sum of these graphs 
rivee a divergent contribution to the two-point function v/hen 
p q 2 ?-1 • 
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FIGURE 8. MINIMUM ENERGY CONFIGURATION. 
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+ 
+ 

+ 

(o) (M 

- + l - l + -

+ 
1 

1 
+ 

E 
+ 

+ 
- + | - + -

(c) 
FIGURE 9. LEADING CONTRIBUTIONS TO THE ENERGY OF A MINUS 
CHARGE. 

FIGURE 10. AN INFARED-FORBIDDEN DIAGRAM. 
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CHAPTER V 

TOPOLOGICAL SYMMETRY BREAKDOWN 
AND QUARK CONFINEMENT 
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I. INTRODUCTION 
In a recent paper , 't Hooft has stressed the importance of 

the center of the group in non-abelian gauge theories. This has 
exposed new concepts and created new possibilities for quark 
confinement. The center of SU(N) is Z,,, isomorphic to the set 
of integers, 0 , 1 , 2 , ••-, N - l , under the operation of 
addition modulo N. Z N, with its finite number of elements and 
unusual modulo addition property, is a feature distinguishing 
non-abelian theories from abelian ones. It may be the crucial 
factor explaining why mon-abeiian theories confine though abelian 
theories do not. Instantons also differentiate SU(N) gauge 
theories. However, dilute instanton gases do not confine and dense 
instanton gases are hard to handle. The runaway scale and density 
problem has made instanton calculations virtually impossible to do. 

2 3 There are nou conflicting views • on their relevance to physical 
processes, problems, and confinement, 't Hooft Z., type excitations, 
on the other hand, have only been discussed in a formal manner. The 
calculations remain to be done and it is unknown whether they will 
encounter similar difficulties. Thus, this is an important area of 
research. This is what we will be discussing in this paper. In 
particular, we will show how some calculations, such as Wilson 
loop integrals, can be done in a manner similar to instanton ones. 
We will also discuss many physically interesting ideas although no 
computations will be done to support them. 

Unlike 't Hooft, who used a Hamiltonian approach, we shall 
use a Euclidean formulation. We find that the properties of Zj, 
excitations are particularly simple from this point of view, 
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especially when considering Wilson loops, where the effect of the 
excitations is expressed in terms of linking numbers. 

Although 't Hooft had suggested attacking the problem by going 
to a lattice and many people have begun considering Z N lattice 

4 gauge theories , we shall work in the continuum. 
't Hooft discussed, in detail, but in a formal way, the nature 

of confinement in 2 + 1 dimensions. Here is a review of how it works. 
One starts with an SU(N) gauge theory. Using a symmetry breaking 
Higgs potential, SU(N) is broken down to Z„. Topological 
solitons can then occur. These are not so different from Nielsen-
Olesen vortices except that the non-zero gauge potentials are 
proportional to A (for example) in the SU(3) case and more Higgs 
fields are involved. Away from a Nielsen-Olesen vortex, field 
configurations look like a gauge transformation, U(x), with 
U(x) = exp (i*), so that A = - | l^tx)"] u _ 1 W and 
*(x) = U(x)F (see Sec. Ill for notation). Likewise, 't Hooft 
vortices are approximately singular gauge transformations, U (x) 

x o 
(x is the location of the soliton and x is the point where the 
gauge transformation is applied). When U (x) is written as 

r 8 X.-l x o 
exp i y \ a-(x) -=- I , that is, the fundamental matrix representation 

*• i = l 
is used, U (x) has the property that when x encircles x and 

xo ° 
returns to x, U (x) is an element of the center of the group. Such 

o 
a transformation is multivalued (and globally i Undefined), however 
when written in the adjoint representation (for example), it becomps 
single-valued. In 't Hooft's model,gauge and Higgs fields are in the 
adjoint representation so that U (x) is well-defined. 

o 
If <* i(x)> « F. are a set of vacuum 
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expectation values which minimize the Higgs potential, then the 

classical configuration for a 't Hooft Z., soliton at x is 
° N o 

A = - - [3 U (x)| U"x(x) and *. (x) = U (x)F. far from the 
'* S I v x o J x o 1 xo 1 

vortex. Of course, nearby the field configuration is non-trivial just 

as in the N'ielsen-Olesen case. 

In 2 + 1 dimensions the above solitons are particles 

with extended structure and non-zero form factors. They are stable 

for topological reasons and carry a topological conserved charge. 

Tins charge is governed by the group, Z,,, which means that charge-

is conserved modulo N so that, in principle, N charges may annihi­

late. This Zy. group is completely different from the one 

associated with the center of SU(,N) and should not be confused 

with it. There are now two Z..'s. The ore associated with the 

soliton charge will be called topological Z... 't Hooft argues 

that it may be possible that topological Zj. is spontaneously 

broken, a phenomenon we call topological symmetry breakdown. This 

is an interesting phase in which quark confinement occurs. The 

argument is as follows: If topological Z^ is broken then there 

are N different kinds of vacuums characterized by their 

topological Z., numbers (compare this to spontaneous symmetry 

breakdown of a U(l) symmetry by a Higgs potential, where, instead, 

there is a continuum (a circle) of vacuums defined by the direction 

in which the Higgs field points). In general, at any instant in 

time, the physical vacuum will look like a collection of domains 

each characterized by its Z., value. Separating these domains 

will be Bloch walls. They carry an energy per unit length and 

may be associated with a new quanta in the theory: closed strings. 
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When particles in the fundamental representation are introduced, 
't Hooft argues that they will be confined. A quark and an 
antiquark will have a Bloch-wall-like string between them. This 
will provide a linear confining potential. For SU{3) three strings 
may join so that baryons can consist of three confined quarks. This 
is 't Hooft's 2 + 1 dimensional quark confinement scheme. He 
derived it using simple, physical, intuitive arguments. 

Several questions are generated. First is how does one extend 
these notions to 3 + 1 dimensions. Following the same line of 
reasoning there will be volumes of Z., vacua (instead of areas) 
and closed surfaces separating them (instead of closed strings). 
Clearly closed surfaces are unable to interpolate between quarks 
and create a linear potential as in one lower dimension. For 
this reason 't Hooft conjectured that confinement in 3 + 1 is 
different. Instead of proposing a confinement scheme, he settled 
for an operator algebra which allowed the determination of the 
different phases of the theory. One of the important results of 
our paper will be the extension of the 2 + 1 dimensional scheme 
to 3 + 1 dimensions. The reason we are able to do this is that in 
a Euclidean formulation of the 2 + 1 dimensional model we find a 
slightly different picture of the confinement, which has a straight­
forward generalization to one higher dimension. 

A second question is how does one do calculations, 't Hooft 
has used formal powerful arguments, but it remains an open problem 
as to how to do computations. Of particular interest is the 
coefficient in front of the linear potential and its companion, 
the slope parameter. More generally, how does one calculate in a 
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theory with topological symmetry breakdown? We are able to 
supply some of the answers. We treat the Nielsen-Olesen case in 
Sec. Ill and the 't Hooft model in Sec. IV. To do these calculations 
requires a new calculation method. We develop it in Sec. II. The 
problem is equivalent to treating a gas of closed loops. Similar 
problems arise in lattice field theories. Examples are the three-
dimensional 0(2) classical Heisenberg model and the four-dimensional 
abelian lattice gauge theory discussed by Banks, Myerson, and 
Kogut . These authors must deal with a gas of monopole loops. Our 
gas consists of Nielsen-Olesen or 't Hooft vortex loops. We 
treat such a system by developing a field theory to describe it. 
Very simple arguments then tell us about the quark-antiquak and three 
quark potentials. Although our main interest is in topological 
symmetry breakdown and Wilson loop calculations, Sec. II discusses 
several field theory phenomena in this new picture. These concepts 
are enumerated and briefly discussed. 

A third question is what are the essential ingredients in 
't Hooft's 2 + 1 confinement scheme? Certainly topological 
symmetry breakdown is one of them but are there others? We 
find the answer is yes. Topological symmetry breakdown leads only 
to a logarithmic quark-antiquark potential unless another 
ingredient is also present. It is the monopole. The rt Hooft 
model has monopoles in it. They play an instrumental role in the 
quark confinement. Before topological symmetry breakdown, the 
monopoles are bound together in monopole-antimonopole pairs. 
These dipoles have little effect. Topological symmetry breakdown 
liberates these monopoles. They, in turn, confine charges in a 
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manner not so different from Polyakov and Mandelstam . In Sec. VII, 

we relate these ideas to Mandelstam's quark confinement scheme. The 

Z N confinement in 3 + 1 is practically the same as Mandelstam's-

We consider this to be an important result: two seemingly different 

confinement schemes are, in fact, the same. 

The remaining open problems and questions (and there are 

several) are presented at the end. 

II. CLOSED LOOP GAS AS A FIELD THEORY 

This section will relate a gas of closed continuous loops 
9 

to a relavistic field theory . Connections between statistical 
mechanics and field theory often prove useful . We find this 

to be the case here and will use it to extract results in a 

physical and almost intuitive manner. 

We shall proceed in steps. Note, first, however, that 

a continuous curve when broken into N segments, resembles a 

polymer with vertices acting as atoms and line segments acting 

as bonds (Fig. 1). Sometimes this analogy is useful. Consider an 

open macromolecule (or polymer) which goes from x to x., via 

x,, x 2, ..., Xj. , (Fig. lb). To enforce the condition that 

the curve be continuous, we demand that the i atom be near its 

two neighbors. This can be done by requiring two neighboring atoms 

to be a distance E from each other, that is, the bonds have 

a fixed length, e. The total length is Ne. Allowing curves 

of different lengths means summing over N in the partition 

function. To make the model more physical, assume the atoms have 

a chemical potential, u, and interact with a "strength" g to 

an external potential, V(x). The grand partition function for 
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a macromolecule with ends fixed at x and x, s x̂ , is 

z t v x f ) = ^ e x p c - s ^ Vv x f - ' 
N=l 

Z N . (x o ,x f ) 
" N-i „ i r N fr/A TT 
.i=l J L i=l 

8(1*1 - x._, 
4TTC 

e) 
(2.1J 

x exp gVU.) 
i=l 

2.., the partition function for a macroraolecule with N + 1 atoms 
and X bonds, is a summation (integration) over all positions 
of intermediate atoms weighted by Boltzmann factors, 
exp |- BgV(X;) j , with the constraint (the delta functions) that 
bonds have length, E. The factor, *• , normalizes this so 

th 4 l I E 

that given the position of the i atom, the integration over 
the location of the (i +1) atom is unity. Modification of this 
factor can always be absorbed in y. I\s long as x f and x are 
far apart and e is small, the sum ove.>r N effectively begins 
with the enormous value, N It does no harm to start 
the sum at N = 1. 

Eventually, we will take E: to zero so as to recover 
continuous curves from segmented N-step ones. In this limit, 
ZN resembles a Feynman path integral. Path integrals have been 
widely used to account for the statistical properties of macro-
moleculesH We shall review this. As is common in statistical 
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mechanics, one must coarse-gTain: write N as ran with both n and m large, 
that is, break up the macromolecule into m units of n atoms. 
Consider the situation where E is small, n is large, but A t is 
also small. Then 

(v+l)n-l 

JT £«(".-.- .I-)--(^I) 
3/2 

x e x P | - A j ^ H l n - xvn-l| 
2nc J] ••.. 2) 

In Eq. (2.2) i = vn to (v + l )n - 1 are the atoms in the v 

uni t . Equation (2.2) i s t rue because the le f t hand side represents 

a random walk between x , and x, . . . which by the Central Limit vn-1 (v+l)n J 

Theorem approaches a Gaussian. If ^ E is small compared to the 

distance over which V(x) v a r i e s a p p r e c i a b l y , t h e n V(x) may be 

t r e a t e d as a c o n s t a n t i n each u n i t . We o b t a i n 

-£ 
N=l 

m - 1 -*- m f J] 

\h JL^2™^ ' £1 n e J 

exp !^nV(xv) - B £ ] nu 
v=l v=l 

(2.3) 

The Xj|s have been relabelled so that x is the average value 
of x in the v cell. As e goes to zero, Eq. (2.3) approaches 
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a Feynman integral. Using the variables 

2 ne v 

(2.4) 

and the "bare" mass and coupling defined by 

2 „ 6Bu m o E ^ , 

*o=*§ • 
(2.5) 

Equation (2.3)'becomes 

/"dx J / / x exp [ - / o

T ( 4**- * -o + B^VCxCsDj ds] 6 / d, jj /,' x 
0 X(U) = x 

x(r) = x f (2.6) 

The sum over N has become an integral over x . 
Remarks: (a) A bond-vector field interaction of the form E - - xi + x'-l q(x- - x- j) H^Cx-) can also be considered (x. = *—-— 

i V 
is the average value of x along the bond). The effect is to add 
a term - £q/ x (s) HlJ(x(s))ds to the action in Eq. (2.6). 

J0 V 
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(b) Equation (2.6) resembles the Green's functions which 

arise in a particle dynamics representation of a field theory . 6 
(c) The factor ~1 can be removed by normalizing Z 

appropriately (a sort of wave-function renormalization). In any 
case, physical quantities (averages) do not depend on the overall 
normalization of Z . 

Summarizing, the Green's functions, G(Xj,x ), which 
appear in a particle dynamics representation of a field theory, 
correspond to the grand partition functions of polymers with ends at 
x, and x . The sum is over all continuous paths of arbitrary shape 
and length. The mass squared is proportional to the chemical 
potential which must be appropriately scaled to obtain a continuum 
limit. Other inputs are (a) that n •+ large so that products of 
delta functions approach Gaussians, (b) that i5t + 0 so that 

/ t
 v(x i) •» nV(x), and (c) that E •» 0 so that segmented 

x.e unit 
l 

curves approach smooth ones. 
Representations such as Eq. (2.6) are well known to chemical 

physicists . Equation (2.6) is not a new result. We have 
rederived it as a warm-up for the next step: polymers in bulk. 
It is not hard to believe that a gas of polymers might be describable 
as aHjctdean field theory, and we shall show this. We have known 
about this correspondence for some time and have thought about 
using it to obtain field theory results as in reference 10. Until 
the present application, this analogy did not seem fruitful because 
a gas of closed loops is a complicated statistical system of which 
little is known. Fortunately, we shall not use the statistical 
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mechanics side of t h i s analogy in an essential way. 

Now consider closed polymers, obtained by se t t ing x f = x = x 

in K q . ( 2 . 6 ) . Al lowing loops t o be l o c p t e ^ an ;where nessitatcs 

i n t e g r a t i n g over x . Tht re i s , however , an o v e r c o u n t i n g 

problem. For a closed polymer of X atoms, i t i s impossible to 

d i f ferent ia te which atom was the s ta r t ing point , that i s , the N 

different s ta r t ing points cannot be distinguished. For each config­

uration that begins at x , traces an N-fold segmented path, and 

returns to x , there i s one which begins at x- , traces out the self­

same path, and returns to x . . Thus configurations are overcounted 

by a factor of X. The par t i t ion function for a closed polymer of 

arbi t rary length and location is 

en 

1 = fd 3 x ^ ^ e x p [-6pXj Z N (x ,x) , (2.7) 
N=l 

where Z,. is giver in Eq. (2.1). Proceeding as before, we obtain 

2 • [ " £ fd3* fi#* «* [- f (T • ^ * *fevw)4 
J 0 J x(0)=x L Jo (2.8) 

X(T)=X 

Finally, the grand partition function for the gas of loops is 

E l ,M , R T Z = exp Z 
M=0 

= 'r: exp I- tr In [p 2 • m 2 + eg ov]| (2.9) 
(2.9) Continued on next page. 
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= Vph expj -J [ a ^ J ^ M + V> 2(x) + Bg0V(x)*2(x)] d3x j . 

/ / ' i s an overall (infinite) normalization constant. We have used 

tof . I =L |exp (- at) - exp (- bx)J = I dz I exp (- zt)dr = -
J o Ja JO f f» 

The ill-defined innocuous extra piece, exp - jd x J — exp(-bt) 
J Jo 

is /( . The operator, is , is P and $ is a scalar field. 
Remarks: (a) As usual, the infinity in f{ is harmless since 

it devides out when calculating expectation values. 
(b) For oriented curves (that is, curves with a 

direction for which curves of different direction are distinguishable) 
a functional integral over a complex (charged) field is obtained. 
The orientation direction is identified with the flow of charge. 
In general, a gas of T different types of macromolecules leads to 
a T-component field. 

(c) With oriented curves and a bond interaction, 
the action, A= I l|(3 - ieA ) * | + m^***] d x can be obtained. 

(d) Interactions between atoms (and/or bonds) can 
be introduced using auxilary fields. Suppose the interactions are 
of the form x.). Define 

/ 

r 
all pairs 
of atoms 

G(x, y)V(y,z)d3y = 5
3 ( x - y). Then 
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A = * 
J fix exp | j x W G ( x , y)x(y)d3xd3y 

x exp{^Jx(x)G(x, y)x(y)d 3xd 3y} . 

This is verified by first doing the <(> integration to yield a gas 
of closed loops and then by doing the x integration. 

4 (e) In particular, a $ theory corresponds to a 
repulsive interatomic delta function potential. 

ff) Three dimensional scalar QED corresponds to a bond-
bond interaction of the form 

e2 V S • &' 
. bb paijs of .. 

bonds, b and b 

In Eq. (2.11) 6" = x. +, - x- is the bond vector between the i and 

(i + 1) atoms, rv, - is the distance between the two bonds, and 
the sum is over all pairs of bonds. The interaction is attractive 
for antiparallel bonds and repulsive for parallel ones. 

(g) The Lagrangian, c(= - § O y « 2 - \ m2<t>2 - Bg0x<l>2- § O M X ) 

Bm 2 X 2 

— ^ — , corresponds to attractive interatomic Yukawa potentials. 
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When m y = 0 , Coulomb interactions are obtained. 
(h) The method works in any dimension, of course. 
(i) Our method can be applied to obtain local field theories 

9 13 LOT solitons ' . As reference 13 points out, perturbative expansion 
about vacuum expectation values misses soliton solutions. These 
extr.i solitons carry topological charges which are conserved. They 
generate closed loops in the appropriate dimension, via a 
macromolecule analogy yield partition functions similar to 
ZN(x,x) of Eq. (2.1) and Z of Eq. (2.7), and therefore result 
in a field theory. Of course, the solitons interact with the 
original fields. This can be taken into consideration using 
auxilary fields and Lagrange multipliers (as done in reference 13). 
The macromolecule technique would replace the left-hand-side of 
Eq. (3.3) of reference 13 by 

E I Z M 

M=0 
(2.12) 

with 

^L /dx J 0*. exp - I ( i - i - + m^ + iQjj(x(s))x;i(s)Vis 
0 J x(0)=x JO 4 / 

X(T)=X (2.13) 

This would provide an alternative derivation to the one of 
Appendix A of reference 13. Although the normalization of delta 
functions in Eq. (2.1) is unknown and could generate an unknown 
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2 2 

mass parameter, m , our intuitive feeling is that m = 0, 
. although we cannot prove it. If it were non-zero, the measure factors 
in going to a sum over trajectories, would determine it in terms 
of the parameters in the original Lagrangian. One might think 
that m" could be the missing factor cancelling self-energy 
infinities found in reference 13 (Sec. IV), but we believe this is 
not the case. The infinities occur because near the soliton the 
Higgs field must go to zero. Expanding about non-zero Higgs field 
vacuum expectation values cannot deal with such a constraint. 
Regardless, the mass, m , is geometrical in nature and has 
nothing to do with the soliton's physical mass. 

(j) The chemical potential per atom and m are 
i proportional. For ITL < 0, the chemical potential is negative 

and loops will populate the vacuum indefinitely. When a symmetry 
breaking potential is used, repulsive delta function potentials 
between atoms stabilize the proliferation of loops. Therefore, 
spontaneuos symmetry breakdown looks like a dense gas of loops 
from the symmetric vacuum point of view (the "spaghetti vacuum"}. 

(k) Renormalization infinities occur because the 
macromolecule potentials corresponding to interacting relativistic 

4 field theories are singular. For example, a <f> theory corresponds 
to repulsive delta function potentials between atoms. This 
extremely short-ranged singular potential consequently ruins the 
c oarse-graining procedure used in going from Eq. (2.1) to (2.6). 
It will no longer be true that these "random walks" approach 

4 Gaussian distributions. A § theory is not so different from the 
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11 14 self-avoiding random walk pioblem ' . The non-Gaussian nature 

14 of this process is well known . This will lead to wave function 

and mass renormalizatior as perturbation theory tries to approximate 

non-Gaussian processes by Gaussian ones. The singular nature of 

potentials can also cause other problems. For attractive potentials, 

the interatomic forces might be too strong ("non-renormalizability") 

and cause macromolecules to collapse into "balls of wire". 

Perturbation theory is insensitive to the sign of g and therefore 

such effects manifest themselves for repulsive potentials, also. 

The higher the dimension of space-time, the more singular the forces. 

This is why fewer renormalizable theories occur in higher dimensions. 

Ill WILSON LOOPS IN THE PRESENCE OF TOPOLOGICAL VORTICES 

This section will calculate the Wilson loop in the presence of 

a gas of Nielsen-Olesen vortices . The next section will treat 

't Hooft Z, vortices. These calculations are similar to 

instanton calculations, where multiple instanton configurations 

generate a gas. Various computational devices have put instanton 

calculations on a solid foundation . Statistical mechanics and 

physical intuition determine their properties quite easily. 
2 This is how Callan, Dashen, and Gross are able to determine the 

magnetic properties of a dense BPST instanton gas. Contrast this 

with a vortex gas. The vortices may vary in number, position, and 

the way they are imbedded. They may twist in the most unruly 

manner. These complications lead one to think that such a 

system is too difficult to deal with, however, the methods of 

Section II make the problem tractable. We are able to do Wilson 

loop calculations. In fact, gases of vortices are as easy to 
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handle as gases of instantons. We will show how calculations 
involving topological spontaneous symmetry breakdown are done. 

Take the Euclidean space version of the 2 • 1 dimensional 
Nielsen-Olesen model . This is scalar QED with a Higgs potential. 
The Lagrangian is 

JT - I p p^ v + !f3 - ieA "»*' * ^ r**A _ r A 2 c/) " i F,„, F * U 3 „ • ieA,,)*! + * (*** " F ) , (3.1) 

and has vortex-like solutions along the third axis of the form 

*(x) = f(p)exp (if), 

A^x) = a(p), (3.2) 

A z(x) = A p(x) = 0 

Cylindrical coordinates, p,z, *, have been used. Graphs of 
f(p) =|* (p)| and H 2(p) are given in Fig. 1 of reference 5. 

The important properties of the solution are 
i) C*!.*?) points radially outward from the vortex. 

ii) |»(p)| vanishes at the vortex (at p - 0) and goes to F 
far from it (p =«°). 

iii) a(p) -<• —- far from the vortex. This means that the ep 
vortex contains a tube of magnetic flux. The total flux is 
Jdxdy Hz(x.y) - J ™ A((i(p)pd* - & . 



Property ( i ) i s topological in nature and makes the soliton 

topologically s table . 

Property ( i i ) has important implications (short-ranged ones and 

long-ranged ones). F i r s t , near the vortex where |*(p) 1 = 0 , the 

photon is effectively massless, whereas far away i t has mass because 

the Higgs f ie ld has a vacuum expectation value. This i s one way of 

understanding why flux i s channelled into tubes. There is a tubular 

"mass confinement" bag. Also j*(p = 0 ) | = 0 indicates symmetry 

restorat ion in the vortex, a point which we shall discuss in de ta i l 

l a t e r . Finally,, we should mention that the Higgs f ield prevents the 

vortex from collapsing to zero size and gives i t a f in i t e mass. 

Secondly, the Higgs f ie ld a t inf in i ty must take on vacuum expectation 

values and be covariantly constant. The l a t t e r means that A , ( P ) 

i s de t e rmined in te rms of t h e p h a s e , x> ° f t h e Higgs f i e l d . 
f y u A i s p u r e gauge and x (x ) - xtY) ~ e I * dx . Whenever V J x V 

y loops around a c i r c l e and r e t u r n s t o x t he p h a s e , x> 

must be an i n t e g r a l m u l t i p l e of 2TT. This c a u s e s t h e f l ux 

t o be q u a n t i z e d . We s h a l l r e t u r n t o t h i s p o i n t in Sec . VIII. 

P r o p e r t y ( i i i ) c o n t a i n s t h e p h y s i c s : t h e v o r t i c e s 

a r e q u a n t i z e d t u b e s of magne t i c f l u x . This i s t h e key 

p h y s i c a l c h a r a c t e r i s t i c . 

The v o r t e x s o l i t o n has a t o p o l o g i c a l number, which 

can be seen in two ways: using gauge potent ia ls or using Higgs fields 1 ? 

Of course, the two are in ter re la ted . In terms of A , consider 

explie I A ' dxj- Such a pure phase takes values on the unit 

c i r c l e in the complex p lane . Fix x and move y around the vortex 
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as in Fig. 2. In regions where A is pure gauge and the Higgs 
field is covariantly constant, exp ie / A " dx I must return l -'x J 
to 1 when y returns to x. This forms a map from a circle in 
Euclidean space to the unit complex circle. These maps are 
characterized by winding numbers, TI, (S ) = Z, the set of integers. 
Winding numbers count the number of times the image curve loops 
around the unit circle. Regions of space with TT. = 1 or n. = - 1 
contain a vortex or an antivortex. 

In terms of the Higgs field thetopology is as follows: far 
away j*j must be F, that is, *(x) must take on values which 
minimize the potential, A(4*4> - F ) ; they form a circle of minima. 
Again consider moving y around a closed curved (Fig. 2). Then 
*(>•) forms a map from a circle in Euclidean space to a circle 
(of minima). Again these maps are characterized by TT,(S ) = Z. 

Because winding number is invariant under continuous 
deformations (homotopies), winding number can neither be created 
nor destroyed unless an (unallowed?) discontinuity occurs in 
field configuration. This provides the topological stability of 
the vortices. 

In three dimensional space-time, orient the vortex lines. The 
orientation indicates the direction of Che flux and the flow of 
topological charge. In this way antivortices act like particles 
travelling backward in time. Of course, vortices need not be 
straight lines. In general, they twist and curve in an arbitrary 
manner. Since they may never end, they form closed loops. If 
they have a positive mass, these loops will be 'rill, will act 
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like neutral objects, and will have few physical consequences. In 
contrast, when their mass is negative, they fill up the vaucuura and 
their effects can be dramatic. 

Having reviewed the properties of Nielsen-Olesen vortices, 
let us put a Wilson loop (with an arbitrary charge, q) in the 
system (see Fig. 3a): 

<exp[iq » A • dv] > . (3.3) 

Consider a single vortex. What i s i t s effect? Using Stoke's 

theorem (or simply physical i n tu i t i on ) , one sees that the Wilson 

loop measures the linking number of the two curves. If the 

vortex links n times the contribution i s exp ( i — qn). Examples 

with n = + 1, - 1, and + 2 are shown in Figs. 3b, 3c, and 

3d. For several vort ices the contribution i s exp[i - |9- (n + - n_)j , 

where n + and n_ are the number of posi t ive and negative linkages. 

Jdeali2e the s i tuat ion to the case where vort ices are thin ( trace 

out curves rather than tubes) and are not mutually in terac t ing . 

Th i s can be r e c t i f i e d i f t h e form of t h e i n t e r a c t i o n s i s 

known. For s i m p l i c i t y s e t t h e m«.ss e q u r l t o z e r o . In t h e 

end , we w i l l r e s t o r e a n o n - z e r o m a s s . The l i n k i n g number 

of two c u r v e s can be e x p r e s s e d as an i n t e g r a l : 

q c 
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Here, n is the number of times Cj and C link. For several 
curves the total linking number with C is 

i C C | xi y l i C 
1 (3.5) 

where 

^ I |x-y|3 (3.6) 

Note that B(x) has the same form as the magnetic field produced 
by c :urrent flowing in C. Take C to be the Wilson loop and 
think of the C- as vortex loops. Using the method of Sec. II, 
the calculation of (3.3) in a gas of idealized Nielsen-Olesen 
vortices is 

<exp[iq*A • dyj > « 

M=0 -1'-J0 XJ J i,„ x*(0} • x t 

x 1 ^ ) - x, 

{-/1(^*3?a^X)-i}J 
7) 

exp 
"0 

(3.7) continued on next page 
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(same term with B « 01 

[#*«*]• f\(\' *¥<)*? P- ]same term with B = 0| 

If the vortices interact and have a mass Eq. (3.7) would be 
replaced by 

[same term with B = 0] 
(3.8) 

f{*WV) might be, for example, fd\*.Jd3y<l>*MHx) e X j x
u | x

y j y ^ 

x i(/*(y)î (y). This would correspond to a Yukawa interaction 
between points on the vortex. In anycase •-' must be a functional 
of i^*(x)iHx) only. Given the interactions and mass of vortices, 

2 the exact form of Eq. (3.8) can be determined. In principle, m 
and V (ij>*̂ ) may be approximately deduced using semiclassical 
methods or perhaps by examining the Lagrangians of reference 13 
in more detail. 

Of course i|i is the vortex field. In fact, inserting 
•*(x)i|i(y) in the integrand of Eq. (3.8) (with B = 0 so that the 
Wilson loop is absent) and returning to a macromolecule description, 
one obtains a gas of closed vortices in the presence of one open 
one which starts at x and ends at y. Hence, ij>*(x) produces the 
vortex endpoim. at x and iHy). destroys it at y. 

Regardless of the detailed nature of "V(**¥), we can 
evaluated Eq. (3.8) semiclassically for various cases, i) When 
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m > 0, ip = 0 is expected to be the vacuum. This is also the 

solution to the equations of motion for a non-zero B and the 

Wilson loop to this approximation is 1. Vortices do not contribute 

to the Wilson loop as expected. This is because for m" > 0 

the vortices are small loops and rarely link with the Wilson loop, 

ii) When n'< 0, these is topological symmetry breakdown in 

topological charge. The vacuum fills up with vortices. Presumably 

:/'(v*vJ contains repulsive forces which eventually stabilize 

tne proliferation of loops (an example is .' (î *v) = &/*wb*<V which 

corresponds to repulsive delta function forces between points on 

vortices). ty then acquires a vacuum expectation value, <î > = li . 

Because the (denominator) Lagrangian of Eq. (3.8) is a ^unction of 

0*0(x), î  exp(i8) for 0<8 <2TT are also action minima. 

Consider a long rectangular Wilson loop of width, r, and length, 

t(F"ig. 3a). Trying î  = <l> as a trial solution yields 

<exp[iq^A • dy]> - expj"- ^ j r / d 3 x B2(x)j . (3.9) 

B(x) is given in Eq. (3.6) and is the magnetic field created by two 

parallel wires with opposite current flowing through them. The 

evaluation of Eq. (3.9) is a problem of undergraduate electromag-

netism18: I d 3xB 2 ~ Q^\ 2t£n(r/r). The constant r Q should 

be of the order of the vortex width, since thick vortices can 

partially intersect a Wilson loop and our idealized approximation 

breaks down. For ^ greater than 1, we can find screening type 

solutions which better minimize the action. Let m be the 
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nearest integer to ^ and set flq • m - ^ . Let 

iji(x) - exp |ix(x)| * 0 . 

X(x) Emjtan" 1 | ^ r ^ - I - t a n ' M ^ - ^ l j , (3.10) 

where (x., y.) and (x,, y,) are the (x, v) coordinates of 
the two lines comprising the Wilson loop. In Eq. (3.10) m must 
be integer-valued so that x(x) i s single-valued when circling around 
( x r y x) or (x 2, y z ) . We obtain 

<exp |iq£\ • dy] > - exp [- ^ - t in ± j. (3.11) 

We expect Eq. (3.10) to be approximately the correct solution 
for arbitrary v (I|I*II0. Only an attactive singular potential could 
cause the vortices to form neutral bound objects and ruin the 
picture. Our result is obtained in an almost model independent 
manner. 

The Wilson loop test is sensitive only to the excess charge. 
This is the omnipresent periodic (in q) screening effect which occurs 
when the potential is due to topological configurations. 

Equation (3.11) indicates a logarithmic potential between 
charges because of topological symmetry breakdown. Before iji 
had acquired a vacuum expectation value, there was no logarithmic 
potential due to the photon because the Higgs mechanism had given 
the photon a mass Spontaneous symmetry breakdown has restored 
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a two dimensional Coulomb-like force. 
In addition to this topological non-perturbative in r 

potential, we expect the perturbative in r potential of the 
unbroken U(l) gauge theory to be present also: Recall property 
(ii) of the Nielsen-Olesen vortex, that •, the charged scalar 
field, must vanish at the vortex. Along the vortex the photon is 
"massless" in contrast to outside the vortex where it has mass. 
When topological symmetry breakdown occurs the vacuum is filled 
with vortices until repulsive forces take over. Presumably 
this occurs when they begin to overlap. This means that <*(x)> 
must be zero since vortices occupy all of space-time. The photon 
must be massless, since <*(x)> f 0 was the £>.?.tor contributing 
to its mass. The original U(l) charge symmetry is restored and 
another perturbative in r potential due to the photon is 
expected. The sequel is depicted in Fig. 4. 

SECTION IV Z N VORTICES 
We will now consider 't Hooft vortices. We will proceed in a 

manner similar to Sec III: first reviewing the solitor solutions and 
their properties and then performing the Wilson loop calculation. 

The topology of an SU(N) vortex is most easily discussed 
for N = 2. For this case, a possible Lagrangian is 

(4.1) 
• V ( * ( 1 ) , * ( 2 ) ) , 
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J- a S ^ , ,J. c2 2 

V (•(„, * ( 2 ) ) = X l ( * ( 1 ) - F ( 1 ) ) • X 2(«* 2 ) - F ( 2 ) ) 

V * ( l ) • •(2)5 • C 4" 2 ) 

,a *fll' *(2) a r e t w o S^W) t r iPlet Higgs fields, L are the 
3 x 3 SU(2) matrix generators, and A,, X, A, F,,.., and F,,\ 
are constants. Other Higgs potentials will also work. 

Because all fields are in the adjoint representation, the 
symmetry of this model is SU(2)/Z2 or 0(3). The Higgs potential 
breaks this symmetry completely, so that all three gauge fields 
acquire mass. The remaining bosonic excitations are also massive. 
From this point of view, there can be no long range foTces. 

As in the Nielsen-Olesen case, there are two types of 
topological numbers, one related to Higgs fields, the other 
connected with gauge fields. The solitons have both types. 

Consider a static vortex at x = y = 0 (Fig. 2). Go far from 
it and circulate around it. The Higgs fields must take on vacuum 
expectation values. In going around the circle, these values trace 
out a curve in the minima, M, of the Higgs potential. Such curves 
are characterized by TT, (M). Are there curves in M not deformable 
to a point for the V in Eq. (4.2)? M is the set of pairs 
of three dimensional vectors, v,,, = *M-)/ Fni an(^ v(2) 5 *f21^(21 
satisfying v m " v(i) ° v(2)' v(2) = 1 , v(i) " v(2) = °" I f w e a P P e n d 
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the vector v,,-. • v.., x v,,,, an orthonormal frame is obtained. 
Therefore, M is the set of orientations of this frame. Fix a 
reference frame v°, = (1, 0, 0J, v° = (0, 1, 0), v° = (0, 0,1). 
An arbitrary frame is determined by an 0(3) rotation of this 
reference frame. Therefore, M is the set of orthogonal tranfor-

19 mations. Characterize the rotation a la Schiff by a vector in the 
direction of the rotation whose magnitude is t'he angle of rotation. 
M becomes isomorphic to the solid three-dimensional sphere with 
antipodal points identified. This space has curves which cannot be 
deformed to a point (see Fig. 5). However, a path which goes twice 
along the route of Fig. 5 can be deformed to a point (see Fig.6). 
Physically this is demonstrated in M.T.W. . The fundamental 
group, Ti,(M), is Z,, and this characterizes the vortex. 

The vortices carry a topological charge conserved modulo 
two. Again do not confuse this Z, with the center of SU(2). This 
is another Z,, topological in nature. Typical non-trivial Higgs 
configurations are shown in Fig. 7. 

The topological number associated with the gauge field is 
similar to the Nielsen-Olesen case. Let A = A L , where L 
are the 3 x 3 "angular momentum" matrices. 
IP exp J ig O- A . dx^ jl „ is the path ordered product from 

x 
x to y. As y goes around the circle and back to the starting 
point, x, (Fig. 2), this matrix traces a curve in 0(3). Because 
we are far away, in the region where the Higgs fields are covariantly 
constant, this matrix is precisely the 0(3) rotation that takes 
the Higgs frame at x to the Higgs frame at y. Again a closed 
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curved in 0(3) is obtained which begins and ends at the identity 
element. Again Z, characterizes the topological charge. 

a a 
Letting /A = -*- A with -x- , the Pauli matrices: 

[f'exr (ig^A u • d x , J ) | a 6 = - 6 a 6 > (4.3) 

for a gauge field vortex. The line integral is around a circle 
containing the vortex. 

The important local properties of the vortex are 
(i) *,,, and *,2i become parallel at the vortex (Fig. 7c) 

so that the frame becomes ill-defined . 
(ii) For point-like vortices and A not varying rapidly in 

SU(2) space (as the vortex is approached, we expect A to go to 
zero rapidly but do not expect the color direction to vary rapidly), 
there is a delta-function-like contribution to the flux in the 
direction of SU(2) space parallel to * „ , and *(2V 

*(1) ' F 1 2 ( x > y 3 = *4(2) ' F l V x - y ) ~ T 6 M 6 ( y ) - ( 4 - 4 ) 

For SU(N) we expect the following to be true: 
(a) The Higgs potential is chosen to break the symmetry 

completely. The Higgs fields are in the adjoint representation. 
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For SU(3) two Higgs fields are sufficient . Let t ^ , be the 
vacuum expectation value of the i Higgs field. Let 
v,.-J * L *n-)/Ffii • w' i e r e I- a r e the Lie algebra adjoint matrices 
of SU(N). The symmetry is completely broken if for any n , 
[ n*-L£, v,^] f 0 for some i. 

(b) Vortices are characterized by TT. (SU(N)/Z.,) - Z^. 
(c) Define v,.,(x) = *, ,(x)L . The "hat" over *,., 

indicates that it is normalized to 1, so that 

11/2 
>Ci)' X j"*Ci m ( x V [ « [ i ) w * ( i ) w ] ] 

0 J 

Then at the vortex, there is at least one n such that 
" o p •) 

n • L , v, --.(x) = P for all i, where x is the location of 
the vortex. Let -.'/• be the set of vectors. n, such that 
[n ' L , v,.-.(x)J = 0 for all i. Then an-, + bru is in - r 

and I n, > n ? is inv^" , if n-i and n 2 are in ••—'"" • The 
latter is true because [r^, r^l. v,^ (x) = - [n 2» v.^ (*)] , n-^ 

[ 1 1 Z Si 
v f i l ^ ' ^1 ' n 2 = "" T n e S e t °̂  m a t r i c e s 1 " L f° r 

nt^^-forms a Lie subaigebra which generates a subgroup, H, of SU(N). 
I -2/-

(d) We expect that only one n occurs, so that" 0 is one 
dimensional and H = U(l) (in SU(3), for example, the two Higgs 

T 2 T 3 

fields might point in the -=- and -s- directions so that only one 
1 

a no £ X 
n occurs and n = 6 ) . Furthermore n • -y has N-l 
eigenvectors with eigenvalue rj and one eigenvector of eigenvalue 

SL 
-jj- when n • n = M a n^ ~r a r e the fundamental matrix 

.£ ,m rim 
representation normalized so that tr -y- -y = —*- . For SU(3) we 
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believe the set of n satisfying this condition is of the form, 
X X 2 X X 

T\ • •£ = exp (ia • j) — j exp (- ia • -j), for eight vectors, a 
(e) There is a delta-function-like contribution to the flux 

of the form 

n £ • Fj2(x) ~ ~&(x) &{y) , (4.5) 

Z J, Z N 

when n is normalized so that n • n = ytfi-i) • 
(f) When more than one n occurs, the flux might rapidly 

fluctuate along the vortex in different color directions. Such 23 fluctuations may be the color zitterbewegung phenomenon associated 
with particles carrying an internal symmetry. There is the speculative 
possibility that the particles associated with such trajectories are 
non-abelian ones and the fields related to them form a representation 
of H. This is highly conjectural and probably impossible to prove. 
This is a quantum mechanical effect. In this way a dual gauge group 
may be generated . See also reference 21. 

(g) That the flux must be in the subgroup, H, is 
reasonable physically. At the vortex gluonic excitations associated 
with H are massless, because the symmetry, H, is restored. Out­
side, these same fields are massive. This is a sort of tubular 
bag-like mass confinement mechanism of field strengths. They are 
restricted to the massless regions of space, i.e. the vortices. 
The important point is vortices carry tubes of magnetic flux in the 
group, H. 
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For the rest of this paper, we will restrict ourselves to the 

relevant case of SU(3). Let us repeat the calculation of the 
last section for SU(3). Idealize to zero width vortices. The 
topological charge is conserved mod. 3. Thus, there are two 
non-trivial types of vortices. One is characterized by 
tr [ P exp (ig»/A - dfi.) J = 3 e x p ( ^ i ) , the other by 
tr j P exp (ig»A • dJlj = 3 exp I—j^ 1) (we are now dotting A 
into the fundamental representation, -=- , the 3 x 3 matrices). 
The path in the path ordered product is to be taken around the vortex. 
The 3's in the above equations are trace factors and get replaced 
by N for SU(N). Again, vortices will trace out particle 
trajectories in three dimensional Euclidean space. If we assign 
orientations, then oppositely oriented vortices carry opposite 
units of flux and may be regarded as antiparticles. The vacuum 
will be a gas of them. If they have a positive mass they will be 
small and sparsely located. If they have a negative mass they will 
fill up the vacuum. The calculation of the Wilson loop in the 
presence of these vortices proceeds as in Sec. Ill, except that 
<? = | . The result is 

<tr [p exp (ig&V • dx|>~ 

jffy exp | -J d 3x [\JHV - ̂ i B ^ l 2 * mVifr + T/QI^) 
same as numerator with B = •.-»] (4.6) 
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The function, B , is given in Eq. (3.6). We have allowed for a 

mass and for interactions. In principle, these are determined from 

the original Lagrangian (Eq. (4.1) for SU(2)). Again semiclassical 
13 21 methods and/or local field theory soliton methods ' should be 

helpful in this respect. The only input in Eq. (4.6) is the 

commutation relations of vortex fields and Wilson loops which in 

Euclidean formulation become linking numbers. The factor of 3 is 

due to color. 

The solutions and conclusions are the same as in the Nielsen-Olesen 

case. There is no long-range potential unless topological symmetry 

breakdown takes place, in which case the potential is a logarithm. 

We conclude that topological symmety breakdown of 2., vortex loops 

is not enough to give a linearly confining potential. 

The above calculation considered only closed loops and did 

not allow for the possibility that three flux tubes could 

annihilate. Charge conservation, being modulo three, permits such 

events. Whether it actually happens is a question which can only 

be answered by finding the effective soliton Lagrangian. It may 

be that these events occur with zero probability. This question 

must be answered by doing the proper analysis of the original 

Lagrangian (the SU(3) analog of Eq. (4.1)). No arbitrariness is 

involved. Let us redo the Wilson loop calculation making the ad hoc 

assumption that three vortices can annihilate. Configurations such 

as Fig. 8a as well as more complicated ones (Fig. 8c) are allowed. 

We shall call these configurations triplets. As indicated by 

t' Hooft they may be generated by adding a term, X (I(J + IJJ* ), 
25 to the Lagrangian of Eq. (4.6) : 
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£ = | 3D; |2 + mV* + % * « + •*£ (*3 + »<*3) . (4.7) 

This is seen by doing perturbation theory in A : zero'th 
order in A is equivalent to our previous gas of interacting loops. 
Second order (there are no first order terms) in A produces the 
configurations of Fig. 8a. Higher order terms yield a gas of those 
Fig. Sc as well as more complicated ones. Consider the second 
order term from the macromolecule point of view. Neglect interactions 
(i.e. set V(i|'*i(') = 0) for simplicity. 

2 ' = >? j f e ^ * exp [ - f Oy<!<a V + nfy*1> + - £ (tf 3 + ** 3} ] = 

1 + 3 f / d 3 x „ | d 3 x . 
Jo 

di. d t , 

W fx (2) l&> / . ' /7x, , , 
J/ ( 3 J 

x ( l ) ( 0 ) = x o x ( 2 ) ( 0 } = x o x ( 3 ) ( 0 ^ = x o 

exp 

X ( 1 J ( T 1 ) = X f X ( 2 ) ( T 2 ) = X f ^ ^ X f 

r T l r * 2 i f T 2 r * 2 l r T 3 r r -2 
X(3) 2 
4 o 

<> (4.8) 

Equation (4.8) continued on next page. 
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(4.8) 

where 

oo oo 

N x =l N 2 =l N 3 =l I 1 ! V -' "- l j - l 

N 2 - l 

V 1 

U fd\P) |f j K M ^ H 
h-1 

4TTE 

( 4 . 9 ) 

if (*!? 
i 3 =l J _ 

N 3 

IT 
. is" 1 

^ 'K a- -g. •-) 
J l , — s ? 

exp 

N, N 2 

i i - l i » - l i*"l ' 

Comments: 

(a) 0 is the previously discussed grand partition function 
for a gas of non-interacting 't Hooft vortex loops. Z is the 
partition function for three macromolecu'les which all begin at x 
and all end at x f (Fig. 8b). The endpoints, x and x f, are 
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arbitrarily located in three dimensional Lucideait spaa., hence the 
integrals, Jd x Id x,.. There is also an arbitrary number of atoms, 
N,, N,, and N,, for each macromolecule; x ^ is the position of 
the s atom of the j macromolecule. The chemical potential is 

" o , where 0 is the inverse temperature and E is the 
» =~g-
length of a bond. The latter is the cutoff parameter in our 
segmented line approach to a continuous curve. 

(b) The three macromolecules in Eq.(4.9) are 't Hooft 
vortices. Reintroducing 'lKty*<i>), they undergo the same monomer 
or bond interactions as loops. Each carries — units of flux from 
x 0 to x f. 

(c] Because U multiplies Z , the second term, %J--* 

is a system of an arbitrary number of closed loops and one triplet 
configuration. Let 

- ^ s ( * ) 3 - = W ) 2 ^ 

be a renormalized triplet activity (the subscript p stands for 
pair since there is a pair of vertices in Figs. 8a and 8b). Higher 
order terms in X will generate multiple triplet configurations and 
will leaJ. to 5 „ ( 2_ Kp" * z ) > a 8 r a n <^ partition function for 
a system of closed ~ loops and triplets. The combinatorial factors 
in Feynman rules precisely give the rjr- factor necessary for a 
grand partition function (vacuum bubbles exponentiate). 

Let us redo the Wilson loop integral test, allowing for 
triplets and more complicated configurations. Both loops and1triplets 
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lead to phase factors dependent on linking number. Figure 9 
illustrates some possibilities. 

Trouble arises in trying to repeat the calculation of Sec. III. 
Equation (3.4) is no longer val d. It works only for closed loops 
and not for those of Fig. 8. Fortunately, Eqs. (3.4) and (3.5) are 
not the only ones for linking number. Suppose 
3 is replaced by B + 3 x. where x is an arbitrary smooth 
function. Then, according to Eq. (3.5), n =2_ / B

u M d x p •• 
i C. 

I 

^- J (BM + v ) i x l J = £ J v*)^ • jhe e f f e c t °f y 
disappears because of Stokes theorem; there is a kind of "gauge 
invariance" in defining B . Does this arbitrariness affect the 
conclusions of Sec. III? The answer is no as seen from Eq. (3.8). 
A change in B by 3 x can be absorbed in the solution for ty 

by multiplying IJJ(X) by exp J i -29- x(x) j . This leads to the same 
action and the same In r behavior of the potential. The 
Lagrangian of Hq. (3.8) has a global U(l) invariance which allows 
a redefinition of B to be absorbed in a redefinition of iji -

V 
Previously, the 't Hooft vortex Lagrangian (without the 

3 ^ X ('ii + \ji* } term) had this U(l) invariance also. The charges 
2 2 
•= 7i and - zr 7t were absolutely conserved. Such a system looked 
like ordinary charge. Only when I)J type terms are added can one 
"see" charge conserved modulo three. This is why the conclusions 
of the 't Hooft model were similar to the Nielsen-Olesen case. 
Now that triplets are present we expect different conclusions. 
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We can use the "gauge invEriance" to define a B which works. 
Let S be any two dimensional surface w.iich spans the Wilson 
loop; the boundary of S is the Wilson loop. For simplicity 
take S to be a surface of minimal area. Let 

B y(x) - J 63(x-y) dS^y). (4.11) 
S 

Here dS M is the surface element directed normal to the surface 
(the sign of the normal is determined by the orientation of the 
hilson loop). As a clarifying example, take the Wilson loop in Fig.9a: 

B^x) = - 6y36(z)8(x)8(L - x)9(y)S(L - y). (4.12) 

If a curve, X(T) , pierces the surface then jdi x (t)Bli(x(t)) is 
plus or minus one depending on the piercing direction. Roughly 
speaking, B (x) • of Eq. (4.11) points in the direction normal to 
the surface, acts like a delta function in this direction, and 
vanishes away from the surface. Iliis B (x) is obtainable from 
the old one by a gauge transformation. The old B „ M [of Eq. (3.6)J 
is in the "Lorentz gauge", 3 B = 0. The new one is in a "surface 
axial gauge". Both B 's have the same curl. The new B , 
however, can handle triplets. This follows from the above discussion 
when one does perturbation theory in A and returns to che 

macromolecule analog gas. 
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We proceed as in Sec. III. The result is 

< t r [P exp ( ig*A • di) l > 

r 
i 

^ " 1* pV exp { -f[\l*u - i y t y u - l 2 • m ^ • 7 / o 3 , * * , V v ) ] } 
[Same "term as numerator witn B >= 1>J 

(4.13) 

Because of the singular nature of B^, the action in the numerator 
is infinite unless iy vanishes on S. The solutions are as follows: 

(a) When m > 0 and <i^> ' 0 . ty - 0 ;s t>-e solution and 
there is no c-nfinement due to 't Hooft vortices. 

(b) When m c 0 and <ij;> f 0, the equations of motion 
must be solved with the constraint that ^ vanishes on S. This 
meaBS that ir will have non vacuum expectation values near S, 
the act.'on will go like the area of S, and the potential will 
grow with r. Spontaneous symmetry breakdown with triplets present 
gives linear confinement. 

We now make some observations: 
(i) The effect of choosing a general gauge for B is 

as follows: Suppose the B of Eq. (4.11) is replace by 
B + 8. x- When expanding Eq. (4.13), the macromolecules in a 
triplet, going from x to x,-, get multiplied by 

exp[3ix(xf) - 3ix(x )j . This transformation is innocuous 
only if x(* n) a n d x(*fO are multiples of -r- . Because there 
is a gas of triplets, whose position may li anywhere, general gauges 
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arc not allowed. The arbitrariness in the triplet's location 

constrains x(x). A gauge transformation causes triplets to be 

multiplied by unwanted phase factors and ruins the wi]sc,j loop 

calculation. A singular surface gauge must be chosen. 

(ii) What happens if a non minimal '•urface is chosen? Docs 

the action go as the area of this surface? Consistency deitiandb tha: 

the physics be independent of S. Suppose another non minimal 

surface, S', is chosen. The minimal surface, S, and the non 

minima] surface, S', form a closed surface (Fig. 10). Let V be 

th•• enclosed volume. Redefine •* by 

V(x) > ±>W exp [i ̂  xv(x)} , (4.14) 

where x..(x) is the characteristic function for V, that is, 

>,, (xj = 1 if x is in V and Xu(x) = 0 is x is outside V. 

Plugging into Eq. (4.13) with B given by Eq. (4.11) one sees that 

(%* - i T Bl>) - ( v - i T B ; > ) . C4- l5) 

The surface may be moved around by doing a step function gauge 

transformation where steps occur in multiples of -j- . •* 
to (i), such a gauge transformation is allowed. In Eq. (4.15) 
S' 

D S . B^ is the B of Eq. (4.11) for the surface, S , and B is 

the B M for the surface S. Thus, for a non minimal surface, 

the solution is the one for the minimal surface multiplied by a 

step function phase factor and leads to the same action. The Wilson 
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loop action again goes as the minimal spanning surface area. 

(iii) The solution is periodic in q » 2-im: when a higher 

dimensional representation is used so that the effective charge is 

q = 2im, "screening" occurs and the action no longer goes like the 

area. The Lagrangian 

Sl= |(», - iqB, )iM2 * m V * • >'(***. v\ V*3) . (4.16) 

for q ^ 27in has trivial solutions where the phase of ^ jumps by 

2m across the surface, S. The singularity in taking the derivative 

of this phase cancels the singularity in B . Since the phase of v 

is defined modulo 2TI, there is no mismatch of phases in i|/ when 

going around the line of a Wilson loop; there are no global 

difficulties with this solution. For q = Znni-r , a similar 

procedure yields solutions whose action is the same as q = i -^- . 

Quarks will be confined but gluons will be screened. Going back to 

the original macromolecule partition function, one sees trivially 

that the Wilson loop is 1 for q = 2™. However, it is non-trival 

that classical solutions reproduce this phenomenon since saddle point 

is an approximation. This gives confidence to our methods. 

(iv) The solution is virtually independent of 1/ (I(I*I|I,I|I ty* ) 

although a strong potential between vortices may cause them to form 

dipole-like objects and ruin confinement, an unlikely possibility 

we feel. Thus confinement is a general phenomenon (almostj 
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independent of the forces between vortices However, m" being 

less than (or equal to) zero must be the reason that <*>;< 0 

because of our reliance on the analogy with a gas of loops. By m 

he mean the physical effective mass which includes the energy per 

unit length as well as entropy embedding effects. There are other 

way.- in which m" > 0 but < v > ^ 0 (see the potential of Fig. 11). 

These potentials result in a liquid-gas type phase transition discussed 
'6 27 

Iiy Lunger" and Coleman . Bubbles of true vacuum form rather than 

a dense spaghetti vacuum. The phase transiton occurs via barrier 

penetration instead of vacuum instability. 

(v) The difference between having and not having triplets 

is the difference between having and not having a Goldstone 

phenomenon with a broken invariance. Without triplets the 

Lagrangian of Eq. (4.7) (with X = 0) has a global U(l} symmetry, 

because, as we have noted, topological charge, unable to be created 

or destroyed, behaves like ordinary charge. Ordinary charge is 

associated with a U(lj invariance. When spontaneous symmetry 

breakdown takes place, a Goldstone boson occurs. We conjecture 

that this massless particle creates long-ranged forces which ruin 

confinement and lead to only a logarithmic potential, although 

we cannot explicitly demonstrate this. Constrast this to when 

triplets occur. Charges in threes are created and destroyed; the 

symmetry' is Z, a discrete group. In this case, no Goldstonc 

boson occurs to disrupt the linear confinement. 



('roving triplets exist will be difficult, he know no obvious 
way to use semiclassical methods to calculate /. . It is also ' o 
ea •/ to overlook such configurations using hrdakci's and Samuel's 
local field theory formulation "' because of the powers of « in 
i.M. M.'M. 

!vi) 'M- conjecture that when < 0 f 0 the symmetry 
sul.,;rMi;i, II (which is probably U(ljj, is restored. Along the 
i' .;,ees the iliggs fields arc ineffective in breaking H, the 
gau(;c iield- associated with II are masslcss, and the symmetry is 
present. At the virtcx the symmetries associated with the 
generators commuting *-'ith "parallel" Higgs fields are not broken, 
i'.aen :;'." • u, the vacuum is filled with vortices, so that, virtually, 
in every square centimeter of space the symmetry is restTred. he 
cone link that topological symmetry breaking will restore at least a 
li(l) subgroup of the original color group. Hence, in addition to 
the linear confinement there will be a logarithmic potential due to 
these yluons. This logarithmic potential will be analytic in g 
and calculable via perturbation theory, whereas the topologically 
generated linear potential is non-analytic in g. 

(vii) What do our solutions look like in a Hamiltonian approach? 
In particular, how do our ideas relate to 't Hooft's and are there 
any differences? 

Let us first reproduce his result that tr P|exp (ig»A • d~)J 
creates a region of vacuum with <ij/(x)> = IJJ exp I—=-) for x 
inside C (throughout our discussion I|I is the vacuum expectation 
value of ty and C is a closed loop contained in a time slice of 
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three dimensional Euclidean space). In a Euclidean formulation th i s 

is seen as follows: consider the propagator of two Wilson loops 

<- t r !' exp (- i g » A • dtll t r [P exp Ug&A • dn|J> 
<;• \ • (4.17, 

-<tr!Pexp (- igjf;\ • dii]> <tr[pcxp (lg^A ' <lt§> 

when- I ' occurs at a much later time than C (see Fig. 12). io 

fvji.uiite Uj.(4.17), resort to the "gas of loops" analogy used to 

calculated a single Kilson loop jSee Eq. (3-8)1 . Choose B M 

Uj. (4.11)1 to be a sum of two terms, one resulting fron< using the 

niinirjl surface of C and one resulting from the minimal surface of 

L' . Or, each of these two survaces C must vanish. For t large, 

the solution to the equations of motion is approximately the sum of 

the- solutions of each Wilson loop. When the vacuum expectation 

value of each is subtracted off as in Eq. (4.17), the contribution 

cancels. There are, however, other surfaces which span a pair of 

Wilson loops, which are not the union of two surfaces, one for C 

and one for c' (see Fig. 12). They look like "hour glasses". 

They occur when i(>(x) - "k, exp (—•'?-) inside the "hour glass", in 

which case, the singularity in B on C and C is cancelled and 

reappears on the "hour glass" surface. The contributions from these 

do not cancel in Eq. (4.17). The new i|; must vanish on this new 

surface so that the action goes like the hour glass's surface area. 
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Classically, the hour glass will try to be small-necked. This, of 

course, is the instability of a classical closed string. Quantum 

mechanically, there is a sum over all surfaces, each weighted by 

its surface area (the Nambu actionj. Equation (4.37j will result i.i 

the propagator of two closed strings. These new solutions yield 

a C with the extra phase factor, ext(—VJ inside. This 

coincides with 't Hooft's conclusion; the physical interpretation 

of this process is that tr[P expfig/VA • dilj produces a region 

of iji cxp { — r-j vaciium which propagates until 

tr l I' exp (- ig W \ • d«.lj destroys it. The Wilson loop operator 

does, indeed, produce regions of topological Z, vacuum. 

Now let us deal with a quark-antiquark system or equivalently 

put a Kilson loop in the system. Choose a non-minimal -urface, 

S', as the surface in the surface axial gauge. By looking at a 

time slice, we can relate our solutions to a Hamiltonian picture. 

Tigure 13 shows, in this time slice, the curve C , which is the 

intersection of S with this slice, and the curve C, which is 

the intersection of the minimal surface, S, with this slice. C 

and C enclose a region, R. The classical solution has 

<K X) = V̂, far from R, ip(x) = I(J exp I—'-r, well inside R, and 

i// (x) * 0 on C. In this sense we reproduce 't Hooft's 

conclusion; across the line, C, î  undergoes a continous phase 

change. Unlike 't Hooft, we have the extra constraint that ^ - 0 

on C. This constraint is extremely important. 



There is a possible misconception concerning how one might 

calculate the force between quarks. The following, although it leads 

to a linear potential, is incorrect; it gives the wrong coefficient 

in front of r. As 't Hooft noted, there arc Bloch walls separatinj; 

regions of topological Z, vacua (Fig. 14a). Their energy per 

unit length can be calculated by going to one lower dimension 

11 •» lj and looking for static solutions, that is, solutions to the 

equations of motion which depend on x but not on y or t. They 

look like one dimensional solitons which go to ^ as x •» - => and 

j.;o to ii expl-'r-) as x - •> (Figf=fcfei, An incorrect 

conclusion is that these selfsame solitons form strings between 

quarks so that the potential is m r (m is the soliton's 

mass). As demonstrated the correct solution requires i(/(x) to 

vanish between the quarks. It is most likely that the Bloch 
28 wall solitons do not satisfy this ; ii can undergo a phase 

change without going to zero. 

What should be done is to find solutions, independent of y and 

t but x dependent, under the constraint that at x = 0, \J> = 0 

(Fig. 14c). They will have an energy, m . The potential between 

quark and antiquark will be m r. This m differs from m 

since the equations are solved using different constraints and 

boundary conditions. Although this distinction may seem 

unimportant, it is crucial in extending our ideas to one higher 

dimension. 

By using a spatially dependent chemical potential, it is seen 

that <i^*(x)iHx)> is proportional to the density of monomers at x. 



IO|JOlogical spontaneous symmetry breakdown give < V * ( X j „ ( x . i > 

a classical value indicating that the vacuum is filled with Z, 

vorticc.. ITic quark antiquark solutions have ^v'fxjv'x; ,/*'•> 

along a string between them. Hence, this region contains no vortico-

Wo would say that the confining string obtains its energy not fruit, 

being a Much wall soliton but by expelling topological vortex 

•/î.iii;:-. The essential physical property is not that ,• undergoes 

.1 phase change but that it vanish on ('.. 

he conclude that, technically speaking, it is no: a Much 

waii solitoii which ties the quarks together. The potential energy 

gurs .is the distance, because equations of motion are solved 

wit:, constraints. As pointed out in the introduction, there arc no 

sol it on-typo vortices to bind quarks in four dimensions; the Bloch 

wail suiitions are surfaces and cannot serve as confining structures. 

'Die crucial point, however, is that Wilson loops will still induce 

<.'•;: ir.nnts that lead to confinement. The naive extension of the 

't Houft - * 1 il i nous i una 1 model to one higher dimension will yield 

a similar type of confinement. 

fviii) 'Hie confinement criterion for baryons is different 
from mesons*" . What replaces the Wilson loop is (see Fig. 15a) 

A> b } 

a.BX u ' B ' X ' P expCigl. /A ' d*' i | P e x p ( i g ; /k • d i i I 
J J a a ' i i -i 

r b 1 
P exp ( ig A ' dH) ' W 

C 3 a 

(4 .18) 



Take C. far from C, and L',. If the action decreases 

exponentially with area then confinement in baryons occurs. Figure 

15a resembles the "dual" of a triplet. Similarly, an arbitrary 

gauge for b is not possible. One, therefore, might think that 

even without triplets topological «;.jimetry breakdown would confine 

quarks in baryons. This is not true, though: First choose a 

ga.jge winch is singular on three surfaces such as in Iig. lSb. 

A gauge transformation, B, •» B * i j, can he performed as Jong 
->- - > - n 

as , i a) * V n and -(b) = — — (a and b are the endpoints in 

Fig. 15}. Hence, a gauge can be chosen for which B^ is smoothed 

out. If a and h are far apart, it can be made to look like the 

Lorent: gauge in the region far from both a and b. This will 

lead to only a logarithmic potential. Triplets are needed for baryon 

confinement also. Concerning the restrictive effect on gauge choice, 

the difference between baryons and triplets is that the latter form 

a gas. Endpoints of triplets can be located anywhere; given any 

space-time point there is a configuration in the statistical 

ensemble with a triplet vertex there. This forces x to be a step 

function in units of -r- everywhere. On the other hand a baryon 

constrains x at only two points, a and b. 

In the presence of triplets and topological symmetry 

breakdown baryons will be confined. A gauge for B singular on 

surfaces (Fig. 15b) must be chosen. One most solve the i|< 

equations of motion with \ji = 0 constraints on surfaces to determine 

interquark forces. 



Assuming c o n s t i t u e n t quarks a r e far apa r t and tha t the er.crg.. 

goes as the a rea of the s i n g u l a r s u r f a c e , we can see hov. a s t a i J 

haryon 1'xiks. In dual s t r i n g models , t h e r e he re seve ra l specul. i t i .:: 

I a j t h r e e quarks a t t h e ends of t h r e e s t r i n g ' ' with the o the r thic-" 

s t r j r t , . endjioint'- j o ined ( f i g . ](>.'i), fhj one quark in the mi.U1 c- c: 

> a ' .in;:lf s t r i n g with the o t h e r two quarks at the cndpo in t s i i , g . . 

and U ' I quarks in a t r i a n g u l a r ' t r i n g c o n f i g u r a t i o n d i g . K M . I • 

'. c ; cannot n u Hi' m our formalism, (.ase (},} i s a s p e c i a l case ol ' i 

when one of the t h r e e s t r i n g has zero l e n g t h . Mien doe-, (a) 

occur and when does (h) occur? As an example of what happens , 

.ori ' .Ti .un the t h i r d quark t o be e q u i d i s t a n t from the o t h e r two 

N i g . I d a ) . The energy of t h i s c o n f i g u r a t i o n i s 

h(di = m (l 771 71 , ] , , ., 
c 1 1. • d * y - d / . (4 .1 ' . ' , 

The notation is as in fig. 16a and m is a constant. The point 

u is determined by setting ij-r - (I, for which we find that tur 

d •: —- the third quark sits in the middle case (bj , whereas id 
— r\ ' 
v j 

I ' 1 

d---1 three strings form case (a) I . This is reasonable 
/T" ' 

physically: as the third quark moves farther away, energetical!) 

it becomes favorable to pull new string out, rather than stretch 

two strings. 

Because of the different baryon string picture, baryon 

Regge trajectories might behave differently from meson ones. It 

may be that at low energies the third quark sits in the middle. 

This would give similar Regge trajectories and slopes. At higher 

http://specul.it


e.iorgies third quark exci tat ions nugh! fonr. causing baryon 

t ra jec tor ies to become di . ferent iroir. meson ones. 

U-t us smraariie the key points when topological syranetry 

: :e.ikJ•>•»-. in ' t Ikv-fi vortex charg'- takes place: 

i. A logarithmic potential is obtained in the absence o:' 

triple:*- and a linear potential is obtained in their presence. 

II. The potential is triality dependent. Representations 

»;T.\ n.tegra! hypcrchargc arc screened. Representation-- with 

: r.ii.: i.<r.a, ••ypcrchargc an c<\:.:^.:. iu- p'tenti.il is ,«':,njk :;. 

III. Original color symmetries arc at least partially restored. 

V MOSOPOLES 

In this section, we shall show how monopoles arise in the 

t' i...oft H. model. The important conclusion will fc" that, in the 

presence of triplets, the phase transition from <v> * 0 to 

i, . > f u is a transition from an ensemble of monopole - antimonopolc 

pairs (magnetic dipolcs) to a liberated plasma of monopoles and 

antinonopoles. This phase transition might be compared to that of 
10 29 a two-dimensional Coulomb gas ' except that the interaction 

between monopoles gets changed from a linear one to a non-confining 

one, most likely a Yukawa, — exp (-t-r), potential (the expected 

Coulomb-like - potential probably gets screened due to plasma 

effects7' 8 j . 

Two points need clarifying: In 3 + 1 dimensions for 

an abelain theroy, we know what a monopole is: We compute J B " dA 
S 
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over a closed surface, S. If — results, there is a monopole of 
strength — . First, what is a monopole in 2 + 1 dimensions? 
Solitons in 3 + 1 dimensions are instantons in 2 + 1 dimensional 
Euclidean space. The monopoles in the 't Hooft model will be 
instantons (like Polyakov's, for example ). Secondly, what is a 
monopole in an SU(3) gauge theory? Without Higgs fields, we don't 
know how to precisely define one, but with Higgs fields we can. 
A classic example is the 't Hooft - Polyakov monopole in the 
Georgi - Glashow model. Recall that 't Hooft defined a gauge 
invariant Fpi, which, in the presence of the "hedgehog" solution, 
behaved as a monopole field. The Higgs fields were an essential 
ingredient in F . Likewise, we can define an F , but only when 

" UV LV 

H = U(l) (H, described in Sec. IV, is the subgroup in which the 
flux points). When this happens, there is a vector, n irEq. (4.5)1 
constructed out of Higgs fields which indicates the color direction 
of vortex flux. This vector transforms in the adjoint representation 
under gauge transformations. Hence n • F will be gauge invariant 
and can be used to measure the flux . Normalize n so that 

N 3 n -n = 2|,»J.T\ = T f° r SU(3). Definition: There is a monopole of 
N Din>- units if 

/ B • dA = M , (5.1) 
S 

i 1 iik £ B. where S is a closed surface and B = •*• e J n F., . 
2 jk 

With this definition triplet configurations are monopole-
antimonopole instanton pairs. Perform the measurements, / B 'dA, 
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over a sphere enclosing one end of a triplet (Fig. 17a). Since each 
vortex acts like a delta function of flux, we will measure three 
contributions of flux of — units. The total flux emanating from 
the endpoint is -p . Triplets are monopole - antimonopole pairs. 
Hach has three Dirac units. Ordinary vortex loops are not mnnopoles 
becausc — units enters at one point but exits at another (Fig.l7oj. 

Without Higgs fields it is difficult to know what constitutes 
a inonopolc. It is important to know whether it can be defined in a 
purr SIH3) gauge theory. Aesthetically, one would like to ^o 
away with the Higgs fields. They are only being used as a crutch. 

One might try the follwing. Take a sphere, S . Break it 
into 
C,. Make measurements jtr P exp (igC"A ' d£)j . Define — times 

sMall regions, R-. Each region, R> , has a closed boundary, 
xp (ig^ft 

the phase to be the "flux". Add up all^the fluxes to obtain 
the total flux. Several problems arise: first, 9 units of flux 
is indistinguishable from 2irn + 8 units. In treating triplets, 
one might conclude that the first two vortices contribute — while 
the last contribtes — — so that the total is zero. This procedure 
would give an incorrect result. Secondly, it is unclear what is 
being measured because there is no Stoke's theorem for non-abelian 
gauge theories . Ke are not really measuring the total flux. 
Because non-abelian flux is not additive like abelian flux, this 
procedure will almost always y'eld a non-zero result. Although 
gauge invariant, it is useless. Another attempt chooses a vector, 
V (x), appropriately normalized. If 
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I / v l e i j k F i j d s k * , ° - ( 5 - 2 ) 

S 

one might say there is a monopole. For an arbitrary v , this is 
not gauge invariant so that Eq. (5.2) is also meaningless. 
Fortunately the Z>, 't Hooft model has Higgs fields and we are able 
to circumvent these difficulties. We shall return to this point in 
Sec. VIII. 

When^ 1^ = 0 and m > 0, the three string of a monopole 
carry energy per unit length (these strings are the analogs of 
superconductor vortices). This means that a monopole must always 
be paired very closely to its antimonopole partner. Detection of 
rionopoles is difficult unless the sphere, S, in Eq. (5.1) is 
minisculc. Dipoles will also have little effect on confinement as 
the calculations of Sec. IV demonstrated. A dipole's three strings 
can link with a Wilson loop only when it is near the quark 
trajectory- This produces only a perimeter effect and a mass 

2 renormalization. Next consider what happens when m •* 0 
and topological spontaneous symmetry breakdown takes place. The 
chemical potential per atom (in the macromolecule analogy) is 
nepulive and vortices of large size are favored. One can see 
that the monopoleantimonpole constituents in a dipole are liberated 
by considering a triplet with endpoints far apart. Focus on one of 
the monopoles. There are three flux strings emanat'' * from it. 
Unlike the previous case, these strings do not head directly for 
the partner antimonopole. Instead they more in arbitrary directions. 
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The partition function (or the Feynman path integral in a particle 

dynamics description)sums over all these directions. Consider 

measuring the flux, J B * dS, flowing through a small disk, A, 
A 

of a sphere enclosing the monopole (see Fig. 17a). In doing 

this measurement only a fraction of the time will a string pierce A. 

This averaging effect spreads the flux. Symmetry demands we measure 

— *•> where A is the area of the disk and r is the radius 

of the sphere. In short, averaging over all vortex paths quantum 

mechanically spreads out the flux so that a "normal" monopole with 

a radial magnetic field is observed. Since the action of the gauge 
fields is - j JF d x , we expect that these monopoles will 
interact very much like ordinary ones, with Coulomb-like potentials. 

In a semiclassical approximation to the Lagrangian of Eq. (4.7), 

the monopole's activity is X <î > . As it should, the 
v^T ° 

nionopole's density goes to zero when the vacuum expectation value 

of ijj goes to zero. This picture of confinement in the 2 + 1 Z,. 

model is similarto Myakov's instanton one . 

VI FROM 2 + 1 TO 3 + 1 

This section extends the ideas in 2 + 1 dimensions to 

3 + 1 dimensions, relates the 2 + 1 model to the 3 + 1 one, 

and indicates that proof of confinement in 2 + 1 is probabl,' 

sufficient to prove confinement in 3 + 1 . This means that the 2 + 1 

Z. model is more than just a toy laboratory. It is important to 

calculate the vortex properties and find the effective Lagrangian. 
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Once these are known, we will probably know whether gauge theories 
in 3 + 1 dimensions confine via the Zj, mechanism. 

Just as instantons in 1 + 1 dimensions are solitons 
in 2 + 1 , the Z^ solitons in 2 + 1 are strings in 3 + 1 . The 
vortex solution, which is x and y dependent in Euclidean 

1 + 1 , becomes t independent in 2 + 1 and t and z 
independent in 3 + 1 . It respectively looks like a point, a 
line, and a sheet. The latter two manifest themselves as loops and 
closed surfaces and their associated quanta are particles and 
closed strings. The ideas in Euclidean 2 + 1 are relevant for 3 + 1 
ciimcrsicns because a time slice of 3 + 1 looks like Euclidean 2 + 1. 
The solitons in 2 + 1 which were particles tracing out trajectories 
now become strings tracing our surfaces. Hence, in the physical world 
the topological objects arc closed strings manifesting themselves x.i 
Huelidean space as "Z^ surface solitons." 

Tne key defining property is linking number. In 2 + 1 
dimensions two non-intersecting loops can link and linking number 
is well-defined for oriented curves. In 3 + 1 dimensions a 
closed surface and a loop can link. Again, for oriented surfaces and 
oriented loops the linking number is well-defined. Figure 18 
illustrates using "time lapse photography" how a sphere and 
a loop can link. Because of this, a Z„ topology chaiacterizes 
"surface sol.itons". It works just like it does in one lower 
dimension. An idealized, that is infinitely thin, surface soliton, 
S, satisfies 



tr P exp (ig * A • dJl) 
•c 
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f2*ni. r , i ^ -> exp (—) , (6.1) 

whenever C links with S. Far from the surface where potentials 

are pure gauge, Eq. (6.1) is valid. Near the surface of a smeared 

or physical surface soliton, Eq. (6.1) is incorrect. We shall 

always use "idealized" solitons. Whenever a loop, C, links 

with S , there is a map from C into the gauge group (as discussed 

in Sec. IV). These maps are characterized byX(SU(3)/Z,) : Z-. 

Hq. (6.1) says this map is a non-trivial element of If,. Similarly, 

the topology can be discussed in terms of Higgs fields. Far from 

the surface, the Higgs fields take on values in the minimum, M, 

of the potential. Moving along C traces a closed curve in M. 

Again, these are characterized by if. (M) = Z,. As long as C and 

S arc kept away from each other, there is no way to unlink them. 

Likewise, as one moves C, the toplogical element 11, (M) or 

~[f, (SU(3)/Z,) cannot jump since such continuous movements are 

homotopies. The topology is virtually the same as in one lower 

dimension. 

The topological surfaces will have properties similar to the 

2 + 1 dimensional case: 

(i) On the surface the Higgs fields become "aligned" 

so that at least one generator commutes with them. We expect only 

one generator, n J. . 

(ii) For "idealized" surfaces, there is a delta function 

contribution to the flux in the n direction. Let e l J(x) and 

e J(x) be two orthonormal tangent vectors to the surface at x. Then 
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n*(x) e<»(x) e<2>(x) \ F^ v(x)e a B p v = f 6 * ( x ) . (6.2] 

The vector, n , is normalized so that > n n ~ i and 6^(x) 

is a delta function in the variables perpendicular to the surface. 
More accurately, 

&*> " T / * "*(y) 6 V " y ) 1 '• aBpvdV »•« 
over 
surface 
soliton 

(iii) The mass of the soliton in 2 + 1 is (roughly) the 
energy per unit length of the string. The engineering dimensions of 
the parameters that give the mass in 2 + 1 have dijnensions of 
mass squared in 3 + 1 ; couplings acquire different dimensions in 
different dimensions. For example, the mass of the Nielsen-Olesen 
vortex due to the Higgs potential goes like <$> . • In 2 + 1 , 
<<)>> has dimensions of mass, whereas in 3 + 1, it has dijnensions 
of mass squared. 

Linking number formulas in four dimensions also exist. 
Reference 17 gives 

i f f i to-*) 
SyvY y B 2 Ea6uv r yvr 'n L -assuv i y . x | i 

xcS yeC 

Equation (6.4) continued on 58 
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- ±[l fdT fdS \ C R fr^M, < W -^(O.T) dXvC0,T) 
^vio Jo Jo 7 aSv" iycs)-x fo.Tj| 4 * do — 5 T -

7 B , v ( x ) d S u v ( x ) 

s 

(6..13 

where 

1 i ( y - x )

t t B (x) = -=•, V £ . 2- dy. . (6.5) 

In Eq.(6.4) S i s a closed oriented surface, dS i s the surface 

element, C i s a closed oriented curve, dy„ i s i t s l ine element, 
B 

and — j is the volume of the three dimensional unit sphere. In 
2TI 

the second form, the curve, C, is parametrized by s so that y(s) 
d y 8 is the location at "time", s, y(0) - y(l), and -̂ -| is the 

"velocity". The variables o and T parametrize the surface in the 
same manner as in dual string theory. They take on values in the unit 
square, and X ( O ( T ) is the location of the surface at that (O.T) 
value. Because the surface is closed, x(0,X) = x(l,X) = x(A,°) 
= x(X,l) = a constant for 0 <_ X < 1, that is, the boundary of the 
square is mapped to the same point. The linking number is an integer. 

If one were doing static electromagnetism in 4 + 1 
dimensions, the B ,(x) of Eq. (6.S) would be the magnetic field 
at x produced by a unit current flowing through C. It has a 
"vector field" gauge invariance: 
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V W *B 00 • 3vXw60- ̂ vXpW • C6.6) 

Under the tranforsation of Eq. (6.6), Eq. (6.4) is unchanged. This 
means that there are many other permissible forms for B . 

There is also a guage invariance for the gauge since x„ * \ * 3
U X 

leaves Eq. (6.6) invariant. 
The vacuum will be a gas of 2j, closed surfaces. This 

will be an interesting statistical mechanics ensemble. Such a 
gas night yield a field theory for strings for which the methods of 
sections II, III, and IV could be mimicked. Even in the absence of 
interactions between points on the surface, where a free field 
theory ef closed strings is expected, constructinp sucli a field theory 

36 will be difficult . V'e are, therefore, unable to calculate the 
Wilsr-n loop. Such a calculation involves susninR over the g:is of 
surfaces, weighting each surfaca, S, by the factor 

L s 

with B given by Eq. (6.5) for C being the Wilson loop. Instead, 
we make the following observations and conjectures: Assume that 
the solitan in 2 * 1 dimensions has a positive mass so that in 
3 + 1 the surfaces carry a positive surface energy. The topological 
sector generates a theory of strings. Such-cload strings do not 
carry quantum numbers. They occur as space-tine events: a point 
sudden appears, sketches into a ringlet, and shrinks away. These 
ringlets are restricted to be snail and to last for trief 
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durations because of the.large surface action generated. An 
exception to this might be the tachyons in the dual string model. 
These two low lying states, as minute closed strings,resemble 
particles of negative mass squared. They trace out long trajectories 
which because there is no conserved quantum number can begin or end 
in the vacuum. As long thin cylinders, they have little effect on 
Wilson loops except for possibly a mass renormalization; such thin 
tubular configurations are unlikely to link. All in all, such a 
system does not produce confinement. 

Because of the Z, structure of the topology there may exist 
other types of surfaces. These are the analogs of the 2 + 1 
triplets. Figure 19 shows a "triplet surface" imbedded in the slice, 
- = 0. The temporal evolution of this configuration is shown in 
Fig. 20. Time slices sometimes yield triplets and sometimes ringlets. 
These string configurations are very different from interacting dual 
strings. The latter interact by breaking or by joining ends as well 
a., a "four point" interaction where two strings touch in 
the middle and exchange string halves. 

These interactions occur at a specific location at a particular time. 
Figure 20 shows that triplet surfaces look like an open string 
circumscribed ty a closed one or more accurately three open strings 
joined at the ends; the three are in constant interaction. Thus, thi^ 
string theory is unlike anything previously considered in dual models. 

Triplet surfaces contain, of course, monopoles. The inter­
section of the three surfaces is a curve which is to be identified 
with the monopole's trajectory. Like closed soliton surfaces, 
triplet surfaces must also be assigned an orientation. This 
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induces an orientation on the boundary, that is, for the monopole 
37 loop . Hence, as should be the case, the monopole trajectories 

are oriented and closed, indicating a conserved quantum number 
(monopole charge). Since three surfaces span the monopole loop, the 
system at a particular time looks like a monopole-antimonopole 
pair joined by three vortices (Fig. 8). Because these three 
vortices carry a positive energy per unit length, the monopole-
antimonopole pair are inexorably bound by a linear potential. 
Triplet surfaces, comprised of the monopole loop and three spanning 
surfaces, must be small anc hence monopole vacuum loops are rare 
events. These "neutral" objects have few physical effects, AS in 
one lower dimension, there is no confinement. The interesting 
case of topological symmetry breakdown, where confinement is 
expected, will be discussed shortly. We first must show how Jinking 
number can be defined for triplet surfaces. 

Equation (6.4} no longer works for triplet surfaces. This 
is the higher dimensional analog of tie problem discussed in Sec.IV. 
The resolution is similar: a singular "surface axial gauge" for B 
must be used. Let S,, be any surface which spans the Wilson loop, 
C. Then 

S C 
S C works. This B , when substituted into Eq. (6.7) and integrated 

over the triplet surface, S, yields the correct phase factor. The 
surfaces S r and S should not be confused; the former is any 
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surface whose boundary is the Kilson loop while the latter 

is the triplet surface. It is not hard to find a gauge transformation 
1 2 which moves S c: Let s£ and S c be two Kilson loop spanning 

surfaces. They form a closed surface. Let V be any volume, i.e., a 

three-dimensional manifold, whose boundary is their union. For v.. \ , 

let r, fyi be the vector orthonormal to V at >• in four space. ~.~ncr. 
p 

/ , ycV 

/ L r . f,Alx-v)Ar-x"'t(v 

ycV 
3T c

u t t g 7
4 ( x" y ) d (>'J' ( 6" 9' 

when used in Equation (6.6) affects a gauge transformation from 
S, 

B L to B C . Actually, we have n<t defined how the sign of r. i> 
MV fV el c 2 •" 

c -Y 
to,be chosen., One choice gauges B into H ; t:ic other gauges C C K into B . The fact thru \ is not unique (there are rani' 

j •> volumes, V, whose bounder)' is S-USI j rcilects the fact that the 
gauge transformation is not unique ("a gauge invariince for the gauge", 

as previously discussed. 

Miat would happen if a general gauge was chosen in Eq. i6.7)? 

Take the B of Lq. (6.8) and perform the gauge transformation 

Buv * Bpv + 3u xv ' °vX'M" T h e n ' c a c h o f t h e t h r e c surfaces comprising 
a triplet surface would contribute an extra factor 
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(6.10) 

8S (̂  

Tne boundary cf each surface is C., the monopole loop. Triplet 
surfaces would get multiplied by the unwanted phases 

erp (zi j x ^ ) . (6.11) 
Si 

This is innocuous if y x dx. = -J- r.. For a gas of triplet surfaces, 
S, 

we must require that 

^ d x " = % n , (6.12) 

for all loops, C. By shrinking C to a point in a piare, P, 
Ec. (6.12) implies that ) x • 3 x must be singular on the plane, 
P , perpendicular to P. Hsnce gauge transformations can only 

r move 3 around and Eq. (6.8) is the most general form for B ; 
one cannot smooth B out. 

Tie interesting case is when Topological symmetry breakdown 
occurs, that is, when the vortices in 2 + 1 dimensions have a 
^^ative (or perhaps zero) mass squared. Then, topological surfaces 
are expected to have a negative surface action density and will populate 
the four-dimensional world. This implies that the closed topological 
strings will have a negative Regge slope, a thought that, at first, 
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seems preposteious because of the infinite number of ta<iyons. 
However, the situation is not as bad as \t appears and even has a 
simple physical interpretation. First of all, a total collapse is 
not expected. The same repulsive vortex forces which stabilize the 
proliferation cf closed loops in 2 * 1 dimensions will be present 

38 in 3 * 1 dimensions and will stabilize the vacuum . Secondly, 
triplet surfaces will become monopcles with their magnetic flux spread 
out. Consider, for example, a large monopole loop with its three 
topological Z- surfaces. Unlike the case, m > C, where the 
surfaces are the ones of minimal surface area, the surfaces can be 
anywhere. The quantum mechanical sum over all possibilities will 
make the flux evenly distributed rather than being focused in tubes. 
We conjecture that a negative slope parameter fcr these types of 
strings results in "fields". By this, we mean a string theory gets 
transformed into a field theory. There is another example of this 
phenomenon which ^nould clarify what we mean, namely Wilson's lattice 

39 gauge theory . Keep tie lattice spacing finite. In the strong 
coupling limit the electic field is focused into tubes. States of two 
quarks connected by an electric flux tube.or a torus of flux.are 
permissible. The theory hts strings with positive slope parameters. 
As the coupling constant is lowered, the electic flux begins to spread 
out more and more until a phase transition occurs where it spreads out 
uniformly in the usual Coulomb-like manner. At the phase transition, 
spontaneous symmetry breakdown of electric strings has occurred. 
The effective surface action density (including entropy contributions) 
has become zero. We conjecture that the phase transition 
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from < ij>> » 0 to «•> j* 0 is the same phenomenon except with 
"dual" magnetic fields (see Table 1). This is whit we mean by strings 
of negative Regge slope being metamorphosed into fields. When this 
happens topological surfaces becoim- magnetic fluctuations and monopoles 
bcund in dipoles become liberated. These monoples will now be 
instrumental in confining quarks. If m < 0 for 't Hooft vortices 
and triplets exist in 2 + 1 dimer-sicns, then in 3 * 1 dimensions 
monopoles, previously confined in roonopole-antimonopole pairs by 
magnetic flux tubes, get liberated resulting in a monopole plasma. 

he conjecture that the phenomens exhibited in 2 + 1 
dimensions will be present in 3 + 1 . Already discussed are 
magnetic fluctuations due to close surface sclitons and monoples 
i-iie to surface triplets. Also guaranteed is that the ntn-perturbative 
potential will be "periodic in charge" because of Eqs. (6.4) and (6.7). 
This screening phenomenon means that integral hypercharge multiplets 
will not be confined. Any approxijnation scheme to a Wilson loop 
calculation should be able to reproduce this phenomenon. Next, we 
expect that topological symmetry breakdown will restore the symmetry 
associated with H. The rep.son is tie ssme as in one lower 
dimension: the Z N surfaces will fill up the vacuum until overlap 
repulsive forces take over. Since i\ is restored on these surfaces, 
H will be restored virtually everywhere. Finally, several arguments 
show why confinement in 3 + 1 dimensions will occur: 

(i) The vacuum is a gas of monopoles. Roughly speaking, 
such a system confines because of a "dual Meissner effect" ' . 
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Just as a gas of current loops confines iror.opoles in a s'-perconc'.uctor, 

a gas of magneric current loops confine; charges. 

Ui) Although there is now no interpolating soliton as there 

wa^ in 2 + 1 dimensions, confinenent is still o-pected. Physically, 

surface solitons are expelled from a region (the surface, S c) be­

tween the quarks. This c"eates a tube of "abnormal vacuum" which 

carries energy. A linear potential results. 

(iii) The Wilson loop calculation involves a system with an 

;Tea constraint (the "surface axial gauj>e" constraint of Eq. 6.8). 

If a non-trivial situation exists, the action must go as tht: area. 

(iv) A time slice of 3 + 1 looks like 2 + 1 tuclidean 

space. Confinement in 2 + 1 might indicate confinement in 

3 + 1 . Putting a cuark locp in a time: slice appears to reduce 

the calculation to one- lower dimension. Let us define the term, 

dimensional reduction, as when a Wilson loop in such a time slice cf 

3 + 1 c^n he calculated in 2 + 1 as a static situation. Dijnensional 

reduction does not always occur. Consider, for erarople, the lower 

dimensional analog: a conparison of the 1 + 1 instanton gas of 

Mel sen-Oleser; vortices to the Nielsen-Olesen model in 2 + 1 with 

vortex topological symmetiy breakdown. The fonrer looks approximately 

like i. time slice cf the latter. However, Sec. Ill obtained a 

logarithmic potential for the 2 + 1 model, whereas a linear 

potential occurs in 1 + 1 dimensions. The reascn for this is clear. 

When the Wilson loop is placed in a time slice, the E of Eq. (3.6; 

is non-zero for all times. The Wilson loop affects the vortex gas 

throughout the 2 + 1 uimensional world and not just at one time. 
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Dimensional reduction doer, not happen. If, however, B M were 
zero outside the time slice it would happen. This is th^ case for 
the 't Hooft nodcl with tiiplets. The P^ of Ec. (4.12) has its 
support in the time slice containing the Wilson loop. This is why 
linear confinement occurs: The calculation dimensionally reduces to 
tte 1 + 1 instanton calculation, which is known tc confine. 
Returning to the physical world with triplet surfaces absent, the 
B M„ of Ec. (6.5) is r.on-zero for all times. For this sittaticn, the 
calculation does rot dimensionally reduce. If B M , were forced to be 
in a gcugc with the support cf B M K in a time slice, then topological 
syrnnctry trerkdown would yield the logarithmic potential obtained in 
2 * 1 . But this is not the case. Our guess is that the action will 

f -> 4 go like / P„„d x so that closed surfaces yield only a 1/r 
pctertial. Wher. there ere triplet surfaces the situation is 
completely different; BM„ is forced to be in a "surface axial gauge" 
such as lit. (6.8), the calculation direent ionally reduces, and a linearly 
confining potential (the same cne- as in Sec. IV) is obtained. With 
triplet surfaces present, a time slice of the real world does 
indeed look like the 2 + 1 Z., model with triplets and confinement. 

VII RELATION TO MANDELSTAM'S ^CHEM' 
There is a similarity between Mandelstaro's confinement 

p 
scheme fjid topological symmetry breakdown with triplet surfaces. We 
shall touch upon the common points and differences- Hsre is a quick 
review of his quark confinemer.t: 

(a) The Coulomb gauge contains a term E? • E? in the 
Hamiltonian where 

E£ = v[vV* - gf^A^p . (7.1) 
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The- imerse operator, N &ay - gf 0 1^ A? v j , akin to 
|ax-b|~ in a one-dimensional quantum system, will produce infinities 
unless the vacuum is suitable chosen. 

(b) In the A =• 0 axial gauge, thi s problem becomes 
equivalent to vhether local (x, y) de-pendent (but ?.-ini5eper:dent) 
gauge transformations annihilate the vacuum. The b?re vacuum 
fails tc do this and makes a poor starting point to perturb around. 

(c) A vacuum comprised of mcnopoles hes the right properties: 
the Diiac tubes (in A • 0 gauge, the Dirac strings become tubes 
for finite-sized smeared-out monopoles) produce random gauge 
rotatiens. Such a state will be a singlet une'er local (x, y) 
dependent gauge transformations. It is a candidate for the- vacuum 
state. 

(d) Such a monopole gas confines in not so different a 
7 way from the Polyakov model . 

In shcrt, Mandelstam's gas results in (i) a restoration 
of SU(~) g'Uge symnetry and (ii ) qurrk confinement. 

Likewise, we have shown similar results when topological 
symmetry breakdown occurs in the presence of triplets: a monopole 
vacuum is gereratec1. and at least a globe 1 U(l) color symmetry 
is restored. We have been um.ble to prove the restoration of the 
complete SU(3) gauge inveriance. Like hfeindelstam's vacuum, 
confinement is a consequence. The ideas of Sections IV, V, and 
VI neatly jell with Mandelstam's. 

We have given support to Mandelstam's *ork in showing hov: 
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monopoles naturally arise in an SU(3) gauge theory. The type of 
41 monopoles Mandelstam has been using (Wu-Yang ones ) are probably 

different from those in an SU(2) gauge theory. For SU(3) our 
monopoles carry — units of flux. We have also elucidated on the 
dynamics of the system; in particular, how negative Regge slopes 
tram.form magnetic flux tubes into magnetic fields. We have not 
shown why topological symmetry breakdown takes place. If Mandelstam 
is correct then he has given us the reason: such a breakdown occurs 
because of the |ax-b) problem. It is a matter of symmetry, 
monopolcs, and disorder. In essence, the difference between no 
confinement and confinement is the difference between an ordered 
system with a broken symmetry and a disordered system with monoples 
acting as the symmetry restoring agent. 

VIII OPEN' QUESTIONS 
A. How does the phase diagram look for a 't Hooft SU(N) 

gauge theory? In particular, how many phases are there? In 
Figure A , we have drawn three phases, corresponding to (a) a normal 
boson potential, (b) a Higgs boson potential, and (c) a Higgs 
soliton potential, 't Hooft conjectured that phases (a) and fc) 
are the same. He argues that the soliton's mass squared must be 
proportional to the Higgs mass squared, the proportionality sign 
being negative since when the Higgs bosons are tachyonic the solitons 
have a positive mass. Analyticity implies that the solitons are tachyons 
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when the bosons have a positive mass squared. We 
feel this argument needs further justification since 
phtse transition? induce ncn-analyticities. This 
remains an open question. In general, it is important 
to determine the phase diagram so that tte confinement 
phsse fif it eyists) and tie coupling constant values 

42 which yield this phase can be found 
B. Can a string field theory be constructed to 

describe the statistical ensemble of topological surfaces? 
As previously discussed, witl such a construction The 
calculations cf Sections II, III, and IV could be performed 
in 3 + 1 dimensions. 

C. Whet effects do instantons hive? Callan, 
Dashen. and Gross have shewn 1 h£ t insttntens creste a 
psrEi.iagnet ic \acuum which tend? to expel electric fields . 
This will surely affect the dynamics cf topological surfaces. 
Instantons mrght aid in (or even cause) the topclogical 
symretiy bieaking. Rcughly speaking, the surfaces 
should couple to instantons because monopoles and 
associated magnetic fields are long-ranged. They can 
contribLte to 

in contrast to short-ranged field configurations which 
crnnc't due tt the fact that Eq. (8.1) crn be written as 
a surface integral. 

D. Are Higgs bosons necessary? As indicated in 

file:///acuum
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Sections III and IV, topological vortices can be 
characterized solely in terms cf gauge potentials by 
using path ordered prcducts. This suggests that, 
perhaps, they exist independently cf the Higgs 
fields. We ieel tlis may be the case for an Sl;(N) 
gauge Theory but certainly not for a U(l) theory. 
The Higjs bosons in the 2 + i dinen;. ionE 1 Nielsen-
Olesen model serve tvvo important purposes: 

(i) they smooth out the short distance singu­
larities which would otherwise occur. 

f y 

(ii) they ensure that exp (ie I A ' d£) 
Jx 

returns to 1 wher y loops around the vortex and 
returns to x. 

Purpose (i) is not as important as perpese (ii) 
for the existence of vortices. Pi-rpcse (i) is a short 
distance phenomenon which might be cured quantum 
mechanically or through rer.ormal izst ion. 
In the absence of Higgs fields, tlere are still finite 
erergy vortex configurations (obtained by using the 
classical values cf A^(x) when the Higgs fields were 
present) although the) are not energy minima. In 
contrast purpose (ii) is essential. With Kigfs bosons, 
the Higgs fields must takt on values in the minima of 
the potential and be covariantly constant far from the 

r y 
vortex. This means that exp (ie I A ' di) is precisely 

J x 
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the rotation (in this case, phase) which transforms the 
classical Higgs field at x to its value at y. 
As one goes around the loop ar;d returns tc x, this 
guarantees that i ("A ' d£ = iI5. . This means that 
magnetic flux gets quantized. Without Kiggs fields, 
configurations such ES A (x) = a(p)/ , with a(p) = 0 
at the vortex and a(p) = — far awa>, h.ve finite 
energy. Here, c is an arbitrary constant. This 

/
?„c A " d£ = ~ -

i> arbitrary. The solitcns lose their identity a? tubes 
cf conserved quantized flux. Instability occurs because 
tube? of — uiits can dissolve into many smaller tvbcs, e ' ' 
say i, tubes cf — i"nits. Thus purpose (ii) is tie ' en r 

essential stabilizing effect cf I'iggs bosons in the 
Nielscn-Olesen U(l) model. 

In 1 he r.on-abelian ctse, purpose (i) still 
functions but it is possible that property (ii), which 
is row modified to 

P exp(ig £ /A • di) 
-c - <xS (8.2) 

a center of the grcup element] g > 

for loops, C, which encircle the vortex, holds even 
in the absence of Higgs fields. This is because Yang-
Kills theories are self-interacting. These self-
interactions possibly act as a "replacement for the Higgs 
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boscn - gauge field interactions. If a flux tube, at 
some instance, pcints in the- z direction, thus 

£ £ 
contributing to r, p. two of the three gauge potentials 
might act like the two Higgs fields while the third is 
the flux gererating gauge potential. This point needr. 
further clarification, but Yang-Mills theories offer the 
aethetically pleasing possibility of eliminating Higgs 
fields wJthc-ut ruininj, an> of the physical results 
discussed in this paper. 

If the Higgs fields are eliminated, the probler. 
of defining a mom-pole returns. Previously, the vector, 
r, , constructed out of Higgs fields, was used. We now 

£ 
must n .anufac ture an n, u s i n g r a u r e p o t e n t i a l s . There a r e 

ir.ary ways of do :ng t h i s : a t ea rh p o i n t , x , a t t a c h 

a c l o s e d l o o p , C . Define 
exp fr, (>) -j-)j P exp( ffl Ik - di 

C 
( 8 . 3 ) 

In I;ot.(8.3) the pr.th ordering siarts at x, procoedr. along 
C , and ends at x. Beginning at any otl er startirg 

£ 
point J's net pcss.'ble. The vt-ctcr, n (x) , transforms 
in the octet representation under gauge transformations. 

1 I £ 
Using the magnetic field, B.(x) = j r ... r. [ x ̂. K= k (x) , 
one can "test'' for monopoler. by integrating j B * dS 
ever closed surfaces. Of course, this method generates 
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an infinite number of magnetic fields, all of which are gauge invariant. 

Only a prudent choice of the C will yield a B=(x) with the 

desired properties, that is, that this magnetic field be the one 

contained in vortex flux tubes and be the one associated with the 

monopoles contained in triplet surfaces. 

E. Is there a non-abelian dual group? Implicit in our 

discussion is the dualities between magnetic fields and electric 

fields, monopoles and charges, etc. Table 1 illustrates some of 

these. When there are Higgs bosons and a unique n , i.e. 

H = U'l), the symmetry group of the surfaces (and monopoles) is 

either U(l) or Z, depending on whether triplets exist. If 

the Higgs fields can be eliminated will there be a non-abelian 

dual group? This question will be hard to answer because of the 

quantum mechanical effects inherently associated with an internal 
23 symmetry group, namely, color zitterbewegung . This goes beyond 

our discussions which have been classical in character. 

IX SIMWRV 

To prove confinement the following must be shown: 

(a) that the 't Hooft Z,, solitons in 2 + 1 dimensions 

have a phase with m < 0 and that there are repulsive 

forces which stabilize the vacuum. 

(b) that A (iii +1(1* ) (or similar) terms exist, that j s , 

triplet are present. 

(c) that a time slice of the four dimensional world is 

described by the physics of the 2 + 1 dimensional 

model. 
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When the above are satisfied, we expect 

(i) confinement 

(ii) restoration of some or all of the original color 

symmetries. 

Without (b) topological synmetry breakdown gives only a £n r 

potential in 2 + 1 and (most likely) a — potential In 3 + 1 . 

Showing(a) and (b) is the next calculational step. These problems 

can be approached by using: 

(i) Semi-classical methods . These can determine how the 

soliton's mass depends on the parameters in the Higgs 

potential, 

(ii) A field theory for solitons 1 3' 2 1. This should be 

useful in determining the forces between vortices 
-> 

and whether the vacuum stabilizes for nT < 0. 
o 

(iii) Mandelstam's operator methods . Tiese should be 

applied to Z,. type monopoles. These methods might 

be useful in determining vacuum instabilities and 

hence why the soliton's mass is negative. 
44 (iv) Halpern's dual field strength fonr:iation . This 

approach might exhibit the topological solitons and 

their properties directly. It might also be helpful 

in determining whether vacuum instabilities exist. 

Most difficult will be showing (b), that triplet configuratims 

exist, although there is no a priori reason (in the sense of a 

conservation law) why they shouldn't. 
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Additional problems particular to four dimensions are: 

(a) Whether the closed soliton strings have negative 

Regge slopes and whether this makes sense as this 

paper suggests. 

(b) Whether triplet surfaces occur. A new type of dual 

string model is needed. 

(c) whether the liiggs potential can be done away with. Arc 

there singular but stable topological solitons in pure 

Yang-Mills theories? 

(d) If (c) holds, there are no mass scales. How does 
45 dimensional transmutation come about? 

We wish to emphasize the following points: 

(a} The non-tfcelian (and to a lesser extent non-perturbativc) 

nature of the confinement. The Selfsame method can at 

most yield a in r potential for a U(l) theory. 

This is because monopoles, i.e. triplets, cannot occur 

in an abelian theory and they are essential in the 

linear confinement. 

(b) The potential between quarks is expected to hav̂ ; (i) 

a linear piece due to triplet surfaces, (ii) most 

likely a 1/r non-perturbative large r piece due to 

closed surfaces, and (iii1 a (possibly screened or 

antiscreenedj perturbative piece which dominates the 

short distance physics. 
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Let us conclude by summarizing what we have shown: 
(i) In 2 + 1 dijnensions we have exhibited how to do 

calculations when topological symmetry breakdown 
occurs by using a macromolecule analogy. I'.'e 
believ-: this will form the prototype of future 
topological symmetry breakdown calculations. 

(ii) We have extended 't Hooft's confinement scheme 
in 2 + 1 to 3 + 1 . Previously, only an operator 
algebra yielding dii^erent phases was obtained. 

(iii) We have discussed the dynamics of quark confinement, 
namely, how monopoles naturally arise in a non-abelian 
gauge theory; how negative Regge slopes make sense, 
change 2,, strings into magnetic field fluctuations, 
generate the usual 1/r radial monopole magnetic field, 
and liberate the monopoles (of the bound monopole-
antimonopole pairs) which are so instrumental to 
quark confinement. 

(iv) We have connected the physics of che Z., models to 
Mandelstam's confinement scheme. 

In short, we believe we are at the verge of proving confinenent 
in non-abelian gauge theories. 
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because, iji is a real field. î  must vanish because the boundary 
conditions are iji(x) -*• 'I'- for x -• - <° and I|J(X) •* - ty for 
x •• • °°. In this respect SU(2) is a singular case. 
J. M. Kosterlitz and D. J. Thouless, J. Phys. C6, 1181 (1973). 

0. A. M. Polyakov, JEW Lett. 2£, 194 (1974). G. 't Hooft, Nucl. Phys. 
B_79_, 276 (1974). For a review see reference 16. 
For groups,H, larger than U(l), it becomes just as problematic 
to define a monopole as in a non-abelian gauge theory without 
Higgs fields. 
The analog of n -F for the model of reference 30 is * • F 

" yv uv 
This is not the 't Hooft F but it works equally well as noted by 
S. Coleman in Classical Lumps and Their Quantum Decendents, 
Proceedings of the 1975 International School of Physics "Ettore 
Majorana" and emphasized in reference 16. 



308 

See, however, N. H. Christ, Phys. Rev. Lett. 3£, 3S5, and 
reference 16. 
This is true in an "abelized" gauge where the n vector's 
color direction is fixed, that is, spatially constant. 
Besides spheres there will be tori and other oiiented closed 
surfaces. The most general oriented surface is topologically 
equivalent to a sphere with n handles (an object of genus, n}. 
These are allowed; the other two dimensional surfaces, the non-
orientable ones such as the projective plane, are not allowed 
because linking number cannot be defined. 
M. Kaku and K. Kikkawa have constructed a field theory for 
strings. Unfortunately, it is non-covariant and hence not 
useful from our point of view. See Phys. Rev. DIP, 1110 (1974). 
The definition of orientation for a manifold can be found in 
M. Spivak, Calculus on Manifolds (Benjamin, New York, 1965) 
page 119. The way in which an oriented manifold induces an 
orientation for its boundary is on this same page. 
K. Bardakci has explicitly shown this in a string model, 
private communication. 
K. G. Wilson, Phys. Rev. D10, 2445 (1974). 
S. Mandelstam, Phys. Reports 23C, 245 (1976); G. 't Hooft, 
in High Energy Physics: Proceedings of the E. P. S. International 
Conference, Palermo, June 1975, ed. A. Zichichi, p. 1225. 
T. T. Wu and C. N. Yang, in Properties of Matter Under Unusual 
Conditions, ed. H. Mark and S. Fernach (Interscience, New York, 
1969), p. 349. 



309 

42. Of interest in this connection is T. Banks and E. Rabinovici, 

Finite Temperature Abelian Lattice Gauge Theories, IAS Preprint 

(Jan. 19793. 

45. J. Goldstone and R. Jackiw, Phys. Rev. Dll., 1486 (1975). 

R. Dashen, B. Hasslacher, and A. Neveu, Phys. Rev. Dl£, 4115 (1974); 

10, 4130 (1974); 1£, 4138 '74); U , 3424 (1975). For leview.s 

see R. Jackiw, Reviews of Moa. Fhys. 4£, 681 (1977) and 

R. Rajaraman, Phys. Rep. 21C, 227 (1975). 

44. M. B. Halperr, Field-Strength and Dual Variable Formulations 

of Gauge Theory, LBL Preprint-7980 (Sept. 197.°'. 

45. S. Coleman and E. Weinberg, Phys. Rev. W_, 1888 (1973). 

C. Thorn has presented a pedagogical example of dimensional 

transmutation in the two-dimensional quantum mechanics problem 
2 vith a potential, g6 (x). Talk given at Lawrence Berkeley 

Laboratory. See also C. Thorn, Quark Confinement in The 

Infinite Momentum Frame, MIT preprint (Sept. 1978). 



Wilsc i Lattice Gauge Theory 
Electric Fields 

Quarks 
Closed Electric String +•• Electric Fluctuations 

Positive Slope *-• Zero or Negative Slope 

SU(3) Gauge Theory 
Magnetic Fields 

Monopoles 
Closed Magnetic String *-» Magnetic Fluctuations 

Positive Slope *-* Zero or Negative Slope 
l_ 

Table 1 

o 
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Figure 1. The Macromolecule Approximation, (a) A continuous curve 
between x and x~ , (b) the macromolecule approximation 
of (a), (c) a closed curve, and (d) its macromolecule 
approximation. 

Figure 2. A Vortex. This is a cross section of the vortex in the 1-2 
plane. The 3 r axis is out of the paper. 

Figure 3. Linking Numbers, (a) The Wilson loop. Its width and 
length are r and t. Figures (b), (c), and (d) show a 
vortex linking with this Wilson loop with linking numbers 
+1, -1, and +2 respectively. 

Figure 4. The Phases of the 2 + 1 Dimensional Nielsen-Olesen 

Model, (a) The symmetric phase, (b) The Higgs phase 
(c) The Topological Symmetry broken phase. 

Figure S. A Non-trivial Path. Here is a solid sphere with antipodal 
points identified. This solid is topologically equivalent 
to 0(3). A closed path is said to be trivial if, via 
continuous defomations, it can be shrunk to a point. The 
path shown here begins at A, makes its way through the 
sphere, and ends at A'. The path is closed since A' is 
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the same poir.1. as A. Because when A is moved A' must 
move so as to be opposite A, it is impossible to bring 
A to A' so as to shrink the path to a point. This path 
is non-trivial. 

Figure 6. The Product of Two Non-Trivial Paths Equals a Trivial One. 
Multiplying two paths, P, and P,, which begin and 
end at the same point is defined to be the path, 
P, = P„ • P., formed by first traversing P, and then 
traversing P,. (a) Here is a path which begins at A, 
goes to A' via P, where it "reappears" at A. It then 
goes to A' via Q, hence back to the starting point, A. 
This path is the product of two "Figure 5" "aths. (bj We 
deform the curve a bit. The new path again starts at A, 
but instead goes to a point, B, nearby A'. It "reappears" 
at B', whence it goes to A' via Q. This closes the 
path since A' is identified with A. (c) Move the 
point B (and hence the point, B 1) around the sphere 
until it comes to A. (d) Shrink the two loops to the 
points A and A'. Since we have continuously deformed 
this path to a point, it is trivial. 

Figure 7. Non-Trivial Higgs Configurations. Figures (a) and (b) show 
the behavior of two non-trivial Higgs configurations far 
from the vortex. They carry the topological Z, charge. 
Figure (c) shows what happens near the vortex: the Higgs 
fields become almost parallel but still rotate when going 
around the vortex. At the center they become exactly 
parallel. 
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Figure 8. Triplets. Figure (aj is the simplest triplet and Fig. (b) 

is its macroraolecule approximation. Figure (c) is a more 

complicated structure. 

Figure 9. Linking Number of a Triplet Kith a Wilson Loop..- ,'a) The 

Wilson loop. It has dimensions L x L and sits in the 

x-y plane. The z-axis corns out of the paper. The 

nearby triplet does not link with the Wilson loop so 

n = 0. (b) A linking configuration yielding the phase 

factor exp(^ji) and (c) a linking configuration 

yielding the phase factor expl—w—I . 

Figure 10. Spanning Surfaces. The dark line is the Wilson loop. The 

non minimal surface, S', is the "cup-like" surface 

below the loop. The minimal surface, S, forms a'lid". 

Together they enclosed the volume, V. 

Figure 11. A "Bad" Topological Symmetry Breaking Potential. 

Figure 12. The Propagator of Two Wilson Loops, C and C . There 

are two types of spanning surfaces giving contributions; 

the ones where each Wilson loop annihilates into the 

vacuum and the "hour-glass" ones. 

Figure 13. A Time Slice of a Wilson Loop. At an instant in time, the 

non minimal gauge surface, S', and the minimal surface, 

S, will look like the curves C and C. The classical 

solution has the phase factor exi(-»-| inside the region, 

R, enclosed by C and C 
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Figure 14. Bloch Wall Solitons. (a) A region of exp 
vacuum surrounded by normal vacuum. The physical ground 
state will contain such domains of Z, vacua. The 
objects separating them are Bloch walls. Their 
excitations are associated with closed strings, (b) The 
mass per unit length of the Bloch wall is calculated by 
considering a straight one at x = 0. Then the problem 
is similar to finding a one-dimensional soliton. (c) 
The correct constraint for calculating the confining 
potential between quarks. 

Figure 15. Quark Trajectories in a Baryon. (a) A baryon 
consisting of three quarks is produced at a and 
destroyed at b. In between the three quarks travel 
along paths, C,, C,, and C,. (b) A singular 
gauge surface. It consists of three disks, each of which 
is bounded by a quark trajectory and the line froir a 
to b. 

Figure 16. The Shape of Baryons. (a) Quarks at the ends of Three 
strings. A time slice of Fig. 15b would yield this 
configuration, (b) A quark in the middle of a string, 
(c) A triangular quark and string configuration. The 
numbers 1, 2, and 3 label the quarks. The dark lines 
aio the strings. 

Figure 17. Monopoles. (a) A sphere of radius, r, surround.Jig 
the endpoint (monopole) of a triplet. The total magnetic 
flux emanating is — . The region, A, is a disk on the 
sphere, (b) For a vortex the total flux emanating is zero. 

¥ 
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Figure 18. Linking of a Sphere and a Loop in Four Dimensions. These 

three figures show a temporal sequence in which a sphere 

and a loop link. Each t = n value represents a tine 

slice. In general, a time slice of a loop and a sphere 

yic-lds respectively two points and a loop. Exceptions to 

this occur when the loop or sphere are contained within 

a single time slice, in which case they respectively look 

like a loop (Fig. (c) at t = 3] and a sphere (Fig. (hj 

at t = 3). Figure (a) shows the generic case: a pair 

of "particles" and a small "closed string" are produced 

out of the vacuum. One of the particles shoots through 

the loop, which subsequently shrinks and disappears. 

The particles then annihilate. In Fig. (b) the sphere is 

contained in the t = 3 slice. Again, a pair of particles 

is produced and the two separate. One of them is 

instantaneously surrounded by the sphere, which sub­

sequently vanishes. The two then annihilate. In 

Fig. (c) the loop is contained in the t = 3 slice. A 

closed string is produced. It expands; then with the 

sudden appearance of the loop, it links. The loop 

instantly disappears and the closed string shrinks and 

vanishes. 

Figure 19. A Triplet Surface. This surface is contained in the 

2 = 0 slice of space-time, hence the z direction is 

not shown. The object is like a smaller bubble stuck to 

a bigger one. 

Figure 20. The Temporal Sequence of Fig. 19. 
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