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The nonlocal mass operator Tr
∫
d4xFµν(D2)−1Fµν is considered in Yang-Mills theories in

Euclidean space-time. It is shown that the operator Tr
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d4xFµν(D2)−1Fµν can be cast in

local form through the introduction of a set of additional fields. A local and polynomial action
is thus identified. Its multiplicative renormalizability is proven by means of the algebraic
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role of this operator for the issue of the gauge invariance of the dimension two condensates
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1 Introduction.

Dimension two condensates have received great attention in recent years. These condensates
might play an important role for the infrared dynamics of Euclidean Yang-Mills theories, as
supported by the considerable amount of results obtained through theoretical and phenomeno-
logical studies as well as from lattice simulations [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26].

For instance, the gluon condensate
〈
AaµA

a
µ

〉
has been largely investigated in the Landau gauge.

As pointed out in [4], this condensate enters the operator product expansion (OPE) of the gluon
propagator. Moreover, a combined OPE and lattice analysis has shown that this condensate
can account for the 1/Q2 corrections which have been reported [18, 19, 20, 21, 24, 25] in the
running of the coupling constant and in the gluon correlation functions. An effective potential
for
〈
AaµA

a
µ

〉
has been obtained and evaluated in analytic form at two loop in [7, 10, 11, 15, 16],

showing that a nonvanishing value of
〈
AaµA

a
µ

〉
is favoured as it lowers the vacuum energy. As a

consequence, a dynamical gluon mass is generated. We also recall that, in the Landau gauge,
the operator AaµA

a
µ is BRST invariant on-shell, a property which has allowed for an all orders

proof of its multiplicative renormalizability. Its anomalous dimension is not an independent
parameter, being expressed as a combination of the gauge β−function and of the anomalous
dimension, γA, of the gauge field Aaµ [27]. This relation was conjectured and explicitly verified
up to three-loop order in [28].

The dimension two operator AaµA
a
µ has been proven to be multiplicatively renormalizable to

all orders in the more general class of linear covariant gauges [29]. An effective potential for the
condensate

〈
AaµA

a
µ

〉
in linear covariant gauges has been evaluated in [13], providing evidence for

a nonvanishing value
〈
AaµA

a
µ

〉
in these gauges.

A renormalizable mass dimension two operator can be introduced in other covariant renormaliz-
able gauges, such as the Curci-Ferrari and the maximal Abelian gauge. In the Curci-Ferrari gauge
the generalized gluon-ghost operator

(
1
2A

a
µA

a
µ + αcaca

)
is BRST invariant on-shell, displaying

multiplicative renormalizability to all orders [30]. The fields ca, ca stand for the Faddeev-
Popov ghosts, while α denotes the gauge parameter. Evidence for a nonvanishing condensate〈

1
2A

a
µA

a
µ + αcaca

〉
have been provided in [12]. Note that in the limit α → 0, corresponding

to the Landau gauge, the operator
(

1
2A

a
µA

a
µ + αcaca

)
reduces to AaµA

a
µ. A mixed gluon-ghost

operator, namely
(

1
2A

A
µA

A
µ + αcAcA

)
, can be introduced also in the maximal Abelian gauge

[8, 9, 14]. Here the color index A runs over the N(N − 1) off-diagonal generators of the gauge
group SU(N), A = 1, ...., N(N − 1). As in the case of the Curci-Ferrari gauge, this operator is
BRST invariant on-shell, being multiplicatively renormalizable to all orders [8, 9, 14, 30, 31].
Analytic evidence for a nonvanishing condensate

〈
1
2A

A
µA

A
µ + αcAcA

〉
in the maximal Abelian

gauge can be found in [14]. We underline that a nonvanishing condensate
〈

1
2A

A
µA

A
µ + αcAcA

〉

gives rise to the dynamical mass generation for off-diagonal gluons, a result of great relevance
for the so-called Abelian dominance, supporting the dual superconductivity picture for color
confinement. An off-diagonal gluon mass has also been reported in lattice simulations [32, 33].

Studies of the influence of these condensates on the gluon and ghost propagators when the non-
perturbative effects of the Gribov copies are taken into account can be found in [34, 35, 36, 37].
The output of these analysis is an infrared suppression of the components of the gluon propagator
in the aforementioned gauges, a feature in agreement with the results available from lattice and
Schwinger-Dyson studies [38, 39, 40, 41, 42, 43, 44, 45, 32, 33, 46, 47, 48, 49, 50, 51, 52, 53, 54].
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Certainly, many aspects related to the dimension two condensates deserve a better understand-
ing. This is the case, for example, of the gauge invariance, a central issue in order to give a
precise physical meaning to these condensates. A recent study of this topic has been given
in [55, 56, 57], where a set of conditions which should ensure the independence of the conden-
sate

〈
AaµA

a
µ

〉
from the gauge parameter in the class of linear covariant gauges has been proposed.

In this work we pursue the study on the aspects of the gauge invariance of the dimension
two condensates. Our aim here is that of discussing the possibility of introducing a suitable
colorless dimension two operator O(A) which preserves gauge invariance

δO(A) = 0 ,

δAaµ = −Dab
µ ω

b , (1.1)

where Dab
µ is the covariant derivative

Dab
µ = δab∂µ − gfabcAcµ . (1.2)

This is a difficult task, due to the lack of a local gauge invariant mass term built up with gauge
fields only. This problem could be overcome by looking at nonlocal operators. However, even
if we allow for nonlocal operators, we cannot give up of the requirement that a consistent com-
putational framework, allowing to carry out higher loop calculations, has to be at our disposal.
This is a strong requirement which, in practice, deeply constrains the type of nonlocality allowed
for the dimension two operator. As a suitable proposition in order to obtain such a consistent
framework, we could demand that the action to which the nonlocal gauge invariant operator
O(A) is coupled, should have the property of being made local by the introduction of a suitable
set of additional fields.

(I.) Therefore, denoting by SO the term which accounts for the introduction in the Yang-Mills
action, SYM , of the operator O(A) in its localized form, we require that SO is gauge
invariant.

(II.) Also, on physical grounds, we demand that the introduction of the operator O(A) makes it
possible to identify a quantized action which is multiplicatively renormalizable, a feature
which should not be related to a specific choice of the gauge fixing term Sgf , of course on
the condition that the usual Yang-Mills action S, quantized using the gauge fixing Sgf ,
thus S = SYM + Sgf , is renormalizable.

As we shall see, these conditions will lead us to consider the nonlocal gauge invariant operator
of mass dimension two

O(A) = −
1

2

∫
d4xF aµν

[(
D2
)−1
]ab

F bµν . (1.3)

Expression (1.3) can be made local by the introduction of a set of additional fields. Moreover,
we will be able to prove that it is possible to identify a local and polynomial action which turns
out to be multiplicatively renormalizable to all orders.

The identification of this action and the algebraic proof of its renormalizability, as explicitly
checked through the evaluation of the one loop anomalous dimensions, are the main results of
the present investigation, signaling that the operator (1.3) could be relevant for a better under-
standing of the issue of the gauge invariance of the dimension two gluon condensate.
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Besides the renormalizability, we should also provide a suitable framework to discuss the possi-
ble condensation of the operator (1.3), i.e. 〈O(A)〉 6= 0, which would give rise to the dynamical
gluon mass generation. Although being out of the aim of the present work, we remark that, in
the Landau gauge, ∂µA

a
µ = 0, expression (1.3) reduces, to the first order, to the mass operator∫

d4xAaµA
a
µ,

−
1

2

∫
d4xF aµν

[(
D2
)−1
]ab

F bµν =

∫
d4xAaµA

a
µ + higher order terms . (1.4)

Thus, it is not inconceivable that a nonvanishing condensate
〈
AaµA

a
µ

〉
6= 0 might provide a sup-

port in favor of a nonvanishing condensation of the operator (1.3), i.e.
〈
F 1
D2F

〉
6= 0.

The plan of the work is as follows. In section 2 we give an account of a set of nonlocal and
gauge invariant mass operators which can be introduced in the Abelian case. These include the
Abelian version of the operator O(A) of eq.(1.3), the operator A2

min recently discussed in [5, 6],
the Stueckelberg term as well as the nonlocal mass operator

∫
d4xATµA

T
µ , where ATµ stands for

the transverse component of the gauge field Aµ, A
T
µ =

(
δµν −

∂µ∂ν

∂2

)
Aν . Interestingly, in the

Abelian case, it turns out that all these gauge invariant operators can be proven to be classically
equivalent, i.e. they reduce to the same expression when the classical equations of motion are
used. In section 3 we present a detailed discussion of the non-Abelian generalization of these
mass operators. We shall see that all operators introduced in the Abelian case possess a non-
Abelian gauge invariant extension. However, the classical equivalence between them is now no
longer valid. In particular, we point out that, in the non-Abelian case, the mass operator of
eq.(1.3) exhibits differences with respect to the operator A2

min. As we shall see, the latter can
be expressed as an infinite sum of nonlocal terms, a feature which makes almost hopeless the
possibility of achieving a consistent localization procedure for a generic choice of the gauge fixing
condition. Section 4 is devoted to the study of the localization procedure of the mass operator
(1.3) and of the rich symmetry content of the resulting action. In section 5, the identification
of a suitable local and polynomial action is provided. Its multiplicative renormalizability in the
class of covariant linear gauges will be established by means of the algebraic renormalization.
Having developed the general properties of the mass operator, we devote section 6 to the com-
putation of its anomalous dimension at one loop. Our conclusions are presented in section 7.
For the benefit of the reader, we have found useful to collect in several Appendices the explicit
derivation of some relevant features of the various mass operators considered in this work.

2 Mass operators in the Abelian case.

In this section we shall discuss a set of nonlocal gauge invariant mass operators which can be
added to the Maxwell action

1

4

∫
d4xFµνFµν . (2.1)

Perhaps, the simplest way of introducing a gauge invariant mass term is through the nonlocal
gauge invariant variable ATµ

ATµ =

(
δµν −

∂µ∂ν
∂2

)
Aν . (2.2)

Expression (2.2) is recognized to be the transverse component of the gauge field, ∂µA
T
µ = 0, and

is invariant under the gauge transformations, i.e.

δATµ = 0 , (2.3)
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with
δAµ = −∂µω , (2.4)

Thus, for the gauge invariant mass term one writes

O1(A) =

∫
d4xATµA

T
µ . (2.5)

A second possibility of introducing an invariant mass term is provided by the operator A2
min,

which has been recently analysed in [5, 6]. The operator A2
min is obtained by minimizing the

quantity
∫
d4xAµAµ with respect to the gauge transformations, namely

O2(A) = A2
min = min

∫
d4xAµAµ . (2.6)

Making use of the decomposition of the gauge field Aµ into transverse and longitudinal parts

Aµ = ATµ +ALµ ,

ATµ =

(
δµν −

∂µ∂ν
∂2

)
Aν ,

ALµ =
∂µ∂ν
∂2

Aν , (2.7)

it follows that ∫
d4xAµAµ =

∫
d4xATµA

T
µ +

∫
d4xALµA

L
µ . (2.8)

Observe that both terms in equation (2.8) are positive definite. Moreover, as discussed in [5, 6],
the functional

∫
d4xAµAµ achieves its minimum when ∂µAµ = 0, i.e. ALµ = 0, so that

O1(A) = O2(A) , (2.9)

which establishes the equivalence between expressions (2.5) and (2.6). It is worth mentioning
that the gauge invariant functional A2

min has been proven to be an order parameter for the study
of the phase transition of compact three-dimensional QED [6].

A third possibility of introducing an invariant mass operator in the Abelian case is by means of
the Stueckelberg term [58]

O3(A) =

∫
d4x (Aµ + ∂µφ)2 , (2.10)

where φ is a dimensionless scalar field. Expression (2.10) is left invariant by the following
transformations

δAµ = −∂µω ,

δφ = ω . (2.11)

The mass term (2.10) can be rewritten in the form of a U(1) gauged σ-model, by introducing
the variable

U = eieφ . (2.12)

Thus

O3(A) =

∫
d4x

(
Aµ −

i

e
U−1∂µU

)2

. (2.13)
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Transformations (2.11) read now

Aµ → Aµ +
i

e
V −1∂µV ,

U → UV , (2.14)

with
V = eieω . (2.15)

One checks that the quantity
(
Aµ −

i
eU

−1∂µU
)

is left invariant by the transformations (2.14).
Analogously to the operator O2(A), expression (2.10) can be proven to be classically equivalent
to the mass term of equation (2.5). This is easily seen by looking at the equations of motion
which follow from the gauge invariant action

S =
1

4

∫
d4xFµνFµν +

m2

2

∫
d4x (Aµ + ∂µφ)2 , (2.16)

namely

∂νFµν +m2 (Aµ + ∂µφ) = 0 ,

∂2φ+ ∂µAµ = 0 . (2.17)

In particular, from the second equation of (2.17), we obtain

φ = −
1

∂2
∂A , (2.18)

so that

O3(A) =

∫
d4x

(
Aµ −

∂µ∂ν
∂2

Aν

)2

=

∫
d4xATµA

T
µ . (2.19)

Thus
O3(A) = O1(A) , (2.20)

which establishes the classical equivalence between expressions (2.5) and (2.10). Also, from
(2.18) one sees that the scalar field φ is related to the longitudinal mode of the gauge field Aµ.

Finally, a fourth mass operator can be introduced by considering the nonlocal quantity

O4(A) = −
1

2

∫
d4xFµν

1

∂2
Fµν . (2.21)

Again, this term is seen to be equivalent to expression (2.5). In fact

O4(A) = −
1

2

∫
d4x (∂µAν − ∂νAµ)

1

∂2
(∂µAν − ∂νAµ)

=
1

2

∫
d4x

[
Aν

1

∂2

(
∂2Aν − ∂µ∂νAµ

)
+Aµ

1

∂2

(
∂2Aµ − ∂ν∂µAν

)]

=

∫
d4xAν

(
Aν −

∂µ∂ν
∂2

Aµ

)
=

∫
d4xATµA

T
µ , (2.22)

thus
O4(A) = O1(A) . (2.23)

Albeit nonlocal, the operator (2.21) can be made local through the introduction of suitable
additional fields. More precisely, in the present case, one has

−
1

4
m2

∫
d4xFµν

1

∂2
Fµν →

∫
d4x

(
1

4
Bµν∂

2Bµν +
im

4

(
FµνBµν − FµνBµν

))
, (2.24)
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where Bµν and Bµν are a pair of antisymmetric complex fields and m is a mass parameter.
Eliminating Bµν and Bµν by means of their equations of motion, one gets back the nonlocal
action (2.21). One sees thus that, once cast in the local form, expression (2.21) looks renormal-
izable by power counting. It turns out in fact that, in the Abelian case, the localized term in
the right hand side of eq.(2.24) can be added to the usual QED Lagrangian without destroying
its renormalizability.

3 Mass operators in the non-Abelian case.

As we have seen, there exist several ways of introducing nonlocal gauge invariant mass operators
in the Abelian case. In particular, the four mass operators (2.5), (2.6), (2.10) and (2.21) turn
out to be equivalent. Let us face now the more complex case of non-Abelian gauge theories. Let
us start by considering the operator A2

min.

3.1 Non-Abelian generalization of the operator A2
min.

The operator A2
min of expression (2.6) can be generalized to the non-Abelian case by minimizing

the functional Tr
∫
d4xAuµA

u
µ along the gauge orbit of Aµ [59, 60, 61, 62, 63, 5, 6], namely

A2
min ≡ min

{u}
Tr

∫
d4xAuµA

u
µ ,

Auµ = u†Aµu+
i

g
u†∂µu . (3.1)

A few remarks are in order. Although the minimization procedure along the gauge orbit of Aµ
makes the operator A2

min gauge invariant, it should be underlined that the explicit determination
of the absolute minimum achieved by the functional Tr

∫
d4xAuµA

u
µ is a highly nontrivial task

which, in practice, requires the resolution of the issue of the Gribov copies. It has been proven
that the operator Tr

∫
d4xAuµA

u
µ achieves its absolute minimum along the gauge orbit of Aµ

[59, 60, 61, 62, 63]. Moreover, it is also known that, in general, it possesses many relative
minima along a given gauge orbit. Therefore, one has to be sure that the correct minimum
has been selected. This requires a detailed knowledge of the so called fundamental modular
region, which is the set of all absolute minima in field space of the functional Tr

∫
d4xAuµA

u
µ.

The fundamental modular region is contained in the Gribov region, which is defined as the set
of all relative minima of Tr

∫
d4xAuµA

u
µ. While the Gribov region turns out to be still plagued

by the presence of additional Gribov copies, the interior of the fundamental modular region is
free from Gribov copies [59, 60, 61, 62, 63, 5, 6], a feature of primary importance for a correct
quantization of Yang-Mills theories. However, a knowledge of the fundamental modular region
of practical use in the Feynman path integral is not yet at our disposal. All this should give
to the reader an idea of the real difficulty of obtaining an explicit expression for the absolute
minimum configuration of the functional Tr

∫
d4xAuµA

u
µ. A more modest program would be

that of considering the Gribov region instead of the fundamental modular region, amounting to
consider field configurations which are relative minima of Tr

∫
d4xAuµA

u
µ. These configurations

can be constructed in a relatively easy way as formal power series in the gauge field Aµ. As
discussed in Appendix A, a minimum configuration of Tr

∫
d4xAuµA

u
µ is attained when u = h

so that Ahµ is a transverse field, ∂µA
h
µ = 0. The transversality condition can be solved order by

order [64], allowing us to express h as a formal power series in the gauge field Aµ, i.e. h = h(A).

7



This gives

Ahµ =

(
δµν −

∂µ∂ν
∂2

)
φν ,

φν = Aν − ig

[
1

∂2
∂A,Aν

]
+
ig

2

[
1

∂2
∂A, ∂ν

1

∂2
∂A

]
+O(A3) . (3.2)

In particular, the configuration Ahµ turns out to be invariant under infinitesimal gauge transfor-
mations order by order in the gauge coupling g [64], see also Appendix A, namely

δAhµ = 0 ,

δAµ = −∂µω + ig [Aµ, ω] . (3.3)

Thus, from expression (3.2) it follows that

A2
min = Tr

∫
d4xAhµA

h
µ ,

=
1

2

∫
d4x

[
Aaµ

(
δµν −

∂µ∂ν
∂2

)
Aaν − gfabc

(
∂ν
∂2
∂Aa

)(
1

∂2
∂Ab

)
Acν

]
+O(A4) .(3.4)

We see that the operator A2
min can be expressed as an infinite sum of nonlocal terms. Such a

nonlocal structure looks almost hopeless to be handled in a consistent way for a generic choice
of the gauge fixing term. The only possibility here seems that of adopting the Landau gauge
condition, ∂µA

a
µ = 0. In this case, all nonlocal terms in the r.h.s. of equation (3.4) drop out, so

that

A2
min =

1

2

∫
d4xAaµA

a
µ in the Landau gauge . (3.5)

It is worth remarking that, as proven in [27], the massive Yang-Mills action

Sm =
1

4

∫
d4xF aµνF

a
µν +

m2

2

∫
d4xAaµA

a
µ +

∫
d4x

(
ba∂µA

a
µ + c̄a∂µD

ab
µ c

b
)
, (3.6)

where ba is the Lagrange multiplier enforcing the Landau condition, ∂µA
a
µ = 0, and c̄a, ca are the

Faddeev-Popov ghosts, is multiplicatively renormalizable to all orders of perturbation theory.

In summary, we have seen that the operator A2
min can be generalized to the non-Abelian case.

In addition, when treated as a formal power series in the gauge field Aµ, it has the pleasant
property of reducing to the renormalizable operator

∫
d4xAaµA

a
µ in the Landau gauge.

We also recall that the operator
∫
d4xAaµA

a
µ turns out to be renormalizable to all orders of

perturbation theory in the more general class of the linear covariant gauges [29], a fact which
has made possible to give evidence of a nonvanishing condensate

〈
AaµA

a
µ

〉
in these gauges [13].

However, outside of the Landau gauge, the relationship between A2
min and

∫
d4xAaµA

a
µ is lost,

so that a study of the nonlocal operator A2
min becomes difficult. The operator A2

min lacks thus
a simple computational framework outside of the Landau gauge.

3.2 Non-Abelian generalization of the operator
∫

d4xAT
µAT

µ .

The discussion of the previous section allows us to generalize the operator
∫
d4xATµA

T
µ in the

non-Abelian case. In fact, according to expression (3.2) [64], see also Appendix A, it is possible
to introduce a gauge invariant non-Abelian transverse field. It follows thus that the non-Abelian
generalization of the mass operator

∫
d4xATµA

T
µ is provided by expression (3.4). This establishes

the equivalence between the non-Abelian version of
∫
d4xATµA

T
µ and the functional A2

min within

the space of the formal power series. Moreover, the operator
∫
d4xATµA

T
µ is plagued by the same

difficulties affecting A2
min.

8



3.3 Non-Abelian generalization of the Stueckelberg term.

The Stueckelberg term, eq.(2.10), can be promoted to the non-Abelian case [58], namely

OS = Tr

∫
d4x

(
Aµ −

i

g
U−1∂µU

)2

, (3.7)

with
U = eigφ

aTa

, (3.8)

where {T a}, a = 1, ..., N2 − 1, denote the hermitian generators of the gauge group SU(N), and
where φa is a dimensionless scalar field in the adjoint representation. As shown in Appendix B,
expression (3.7) is left invariant by the gauge transformations

Aµ → V −1AµV +
i

g
V −1∂µV ,

U → UV . (3.9)

The resulting non-Abelian massive action

SS =
1

2
Tr

∫
d4xFµνFµν +m2Tr

∫
d4x

(
Aµ −

i

g
U−1∂µU

)2

, (3.10)

looks local. However, it is not polynomial in the Stueckelberg field φa. In fact, when expanded
in a power series in the field φa, the term U−1∂µU gives rise to an infinite number of vertices.
This jeopardizes a consistent perturbative treatment of expression (3.10). To the best of our
knowledge, the action (3.10) is not multiplicatively renormalizable [58], see also the recent
discussion given in [65]. As done in the Abelian case, it is interesting to have a look at the
classical equations of motion which follow from the action (3.10), i.e.

Dµ

(
Aµ −

i

g
U−1∂µU

)
= 0 . (3.11)

Equation (3.11) can be used to express the Stueckelberg field φa as a power series in the gauge
field Aaµ [66], see also Appendix B, yielding

φa = −
1

∂2
∂Aa +

g

∂2

(
fabcAbµ∂µ

∂Ac

∂2
+

1

2
fabc∂Ab

1

∂2
∂Ac

)
+O(A3) . (3.12)

Therefore

Aµ −
i

g
U−1∂µU = T a

[
Aaµ − ∂µ

∂Aa

∂2
−
g

2
fabc

∂µ
∂2
∂Ab

1

∂2
∂Ac+

+
g

∂2
∂µ

(
fabcAbν∂ν

∂Ac

∂2
+

1

2
fabc∂Ab

1

∂2
∂Ac

)]
+O(A3) . (3.13)

Thus

OS = Tr

∫
d4x

(
Aµ −

i

g
U−1∂µU

)2

=
1

2

∫
d4x

[
AaTµ AaTµ + 2gAaTµ

∂µ
∂2

(
fabcAbν∂ν

∂Ac

∂2
+

1

2
fabc∂Ab

1

∂2
∂Ac

)

− gfabcAaTµ

(
∂µ
∂Ab

∂2

)
∂Ac

∂2

]
+O(A4) . (3.14)
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Moreover, taking into account that, due to the transversality of AaTµ , the second term of the
expression above vanishes by integration by parts, we obtain

OS =
1

2
Tr

∫
d4x

[
Aaµ

(
δµν −

∂µ∂ν
∂2

)
Aaµ − gfabcAaTµ

(
∂µ
∂Ab

∂2

)
∂Ac

∂2

]
+O(A4) , (3.15)

which coincides precisely with expression (3.4). This shows the classical equivalence, within the
space of the formal power series, between the Stueckelberg mass operator and the functional
A2

min in the non-Abelian case.

3.4 Non-Abelian generalization of the operator
∫

d4xFµν
1
∂2 Fµν.

It remains now to discuss the non-Abelian generalization of the operator
∫
d4xFµν

1
∂2Fµν , a task

easily achieved by replacing the ordinary derivative, ∂, by the covariant one, D, namely

Tr

∫
d4xFµν

1

D2
Fµν ≡

1

2

∫
d4xF aµν

[
(D2)−1

]ab
F bµν . (3.16)

We remark that this term can be introduced in any gauge and, unlike the functional A2
min,

does not require any specific knowledge of the properties of the Gribov region as well as of
the fundamental modular region. It has already been considered in [67] in the case of the
three-dimensional Yang-Mills theories, where the use of the operator (3.16) was based on its
appearance in e.g. the two-dimensional Schwinger model. However, so far, it has not yet been
analysed in four dimensions. Although in the Abelian case the operator

∫
d4xFµν

1
∂2Fµν turns out

to be equivalent to A2
min, this is no more true in the non-Abelian case. This can be understood

by observing that, thanks to gauge invariance, the expression (3.4) for A2
min can be rewritten

directly in terms of the field strength Fµν . In fact, as proven in [60], it turns out that

A2
min = −

1

2
Tr

∫
d4x

(
Fµν

1

D2
Fµν + 2i

1

D2
Fλµ

[
1

D2
DκFκλ,

1

D2
DνFνµ

]

−2i
1

D2
Fλµ

[
1

D2
DκFκν ,

1

D2
DνFλµ

])
+O(F 4) , (3.17)

from which the difference between the operator (3.16) and A2
min becomes apparent. This in-

teresting feature gives to the operator (3.16) a privileged role with respect to the localization
procedure. In fact, while in the case of A2

min one has to deal with an infinite number of nonlocal
terms, expression (3.16) seems to be more manageable. In the next section the localization
procedure of the operator (3.16) will be discussed.

4 Localizing the mass operator Tr
∫

d4xFµν
1
D2Fµν.

The localization of the operator Tr
∫
d4xFµν

1
D2Fµν can be achieved by generalizing the procedure

adopted in the localization of the Abelian operator
∫
d4xFµν

1
∂2Fµν , eq.(2.24). Let us start by

considering the Yang-Mills action with the addition of the mass operator (3.16), i.e.

SYM + SO , (4.1)

where

SYM =
1

4

∫
d4xF aµνF

a
µν , (4.2)
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and

SO = −
m2

4

∫
d4xF aµν

[(
D2
)−1
]ab

F bµν . (4.3)

The term (4.3) can be localized by means of the introduction of a pair of complex bosonic
antisymmetric tensor fields in the adjoint representation,

(
Ba
µν , B̄

a
µν

)
, according to

e−SO =

∫
DB̄DB

(
detD2

)6
exp

[
−

(
1

4

∫
d4xB̄a

µνD
ab
σ D

bc
σ B

c
µν +

im

4

∫
d4x

(
B − B̄

)a
µν
F aµν

)]
,

(4.4)

where the determinant,
(
detD2

)6
, takes into account the Jacobian arising from the integration

over the bosonic complex fields
(
Ba
µν , B̄

a
µν

)
. This term can also be localized by means of suitable

anticommuting antisymmetric tensor fields
(
Ḡaµν , G

a
µν

)
, namely

(
detD2

)6
=

∫
DḠDG exp

(
1

4

∫
d4xḠaµνD

ab
σ D

bc
σ G

c
µν

)
. (4.5)

Therefore, we obtain a classical local action which reads

SYM + SBG + Sm , (4.6)

where

SBG =
1

4

∫
d4x

(
B̄a
µνD

ab
σ D

bc
σ B

c
µν − ḠaµνD

ab
σ D

bc
σ G

c
µν

)
,

Sm =
im

4

∫
d4x

(
B − B̄

)a
µν
F aµν . (4.7)

The localization procedure does not destroy the gauge invariance of the resulting action. In fact,
it is easily checked that expression (4.6) is left invariant by the gauge transformations

δAaµ = −Dab
µ ω

b ,

δBa
µν = gfabcωbBc

µν ,

δB̄a
µν = gfabcωbB̄c

µν ,

δGaµν = gfabcωbGcµν ,

δḠaµν = gfabcωbḠcµν , (4.8)

δ (SYM + SBG + Sm) = 0 , (4.9)

so that condition (I.) is fulfilled. Let us proceed thus with the identification of a suitable quan-
tized action, associated to expression (4.6), which enjoys the property of being multiplicatively
renormalizable. For that, we follow the setup successfully introduced by Zwanziger [68, 69] in the
localization of the nonlocal horizon function implementing the restriction to the Gribov region
in the Landau gauge. In a series of papers, Zwanziger has been able to show that the restriction
to the Gribov region can be implemented by adding to the Yang-Mills action a nonlocal term,
known as the horizon function, which is given by

SHoriz = γ4g2

∫
d4xfabcAbµ

(
M−1

)ad
fdecAeµ , (4.10)

where γ denotes the Gribov parameter [70] and Mab is the Faddeev-Popov operator of the
Landau gauge

Mab = −∂µ

(
∂µδ

ab + gfacbAcµ

)
. (4.11)
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As proven in [68, 69], the nonlocal horizon term (4.10) can be localized by means of a suitable
set of additional fields, in a way analogous to that of eq.(4.4). Remarkably, the resulting theory
is renormalizable to all orders, obeying the renormalization group equations. Thus, it seems
natural to us to adopt here the same procedure. According to [68, 69], we treat the operators
Ba
µνF

a
µν and B̄a

µνF
a
µν , entering the expression for Sm in eq.(4.7), as composite operators coupled

to suitable external sources Vσρµν(x), V̄σρµν(x). This amounts to replace the term Sm by

1

4

∫
d4x

(
Vσρµν B̄

a
σρF

a
µν − V̄σρµνB

a
σρF

a
µν

)
. (4.12)

At the end, the sources Vσρµν(x), V̄σρµν(x) are required to attain their physical value, namely

V̄σρµν

∣∣∣
phys

= Vσρµν

∣∣∣
phys

=
−im

2
(δσµδρν − δσνδρµ) , (4.13)

so that expression (4.12) gives back the term Sm. As pointed out in [68, 69], this procedure allows
us to study the renormalization properties of the Green’s functions obtained from the action
(SYM + SBG) with the insertion of the composite operators Ba

µνF
a
µν and B̄a

µνF
a
µν . Following

[68, 69], let us focus first on the properties of the action (SYM + SBG) which, as we shall see,
displays a rich symmetry content.

4.1 BRST invariance.

In this section we shall discuss the symmetry content of the action (SYM + SBG), where SYM is
the Yang-Mills action, eq.(4.2), and SBG depends on the localizing fields

(
Ba
µν , B̄

a
µν , Ḡ

a
µν , G

a
µν

)
,

eq.(4.7). Let us begin by introducing the gauge fixing term, chosen here to be that of the linear
covariant gauges, namely

S = SYM + SBG + Sgf , (4.14)

with

Sgf =

∫
d4x

(α
2
baba + ba∂µA

a
µ + c̄a∂µD

ab
µ c

b
)
, (4.15)

where ba is the Lagrange multiplier and c̄a, ca stand for the Faddeev-Popov ghosts. It turns out
that the action S is left invariant by the following BRST transformation, i.e.

sAaµ = −Dab
µ c

b ,

sca =
g

2
fabccacb ,

sBa
µν = gfabccbBc

µν +Gaµν ,

sB̄a
µν = gfabccbB̄c

µν ,

sGaµν = gfabccbGcµν ,

sḠaµν = gfabccbḠcµν + B̄a
µν ,

sc̄a = ba ,

sba = 0 ,

s2 = 0 , (4.16)

and
sS = 0 . (4.17)

This is easily verified by observing that the term SBG can be written as a pure BRST variation,
according to

SBG =
1

4
s

∫
d4xḠaµνD

ab
σ D

bc
σ B

c
µν . (4.18)
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fields A c c̄ b B B̄ G Ḡ

dimension 1 0 2 2 1 1 1 1
ghost number 0 1 −1 0 0 0 1 −1
Qf -charge 0 0 0 0 1 −1 1 −1

Table 1: Dimension, ghost number and Qf -charge of the fields.

Of course, the same property holds for the gauge fixing term

Sgf = s

∫
d4x

(α
2
c̄aba + c̄a∂µA

a
µ

)
. (4.19)

In addition to the BRST invariance, and in complete analogy with the Zwanziger action [68, 69]
implementing the restriction to the Gribov horizon, the model displays a global invariance U(f),
f = 6, expressed by

QµναβS = 0 , (4.20)

where

Qµναβ =

∫
d4x

(
Ba
αβ

δ

δBa
µν

− B̄a
µν

δ

δB̄a
αβ

+Gaαβ
δ

δGaµν
− Ḡaµν

δ

δḠaαβ

)
. (4.21)

The presence of the global invariance U(f) , f = 6, means that one can make use of the composite
index i ≡ {µν}, i = (1, . . . , 6). Therefore, setting

(
Ba
i , B̄

a
i , G

a
i , Ḡ

a
i

)
=

1

2

(
Ba
µν , B̄

a
µν , G

a
µν , Ḡ

a
µν

)
, (4.22)

we get

SBG =

∫
d4x

(
B̄a
iD

ab
µ D

bc
µ B

c
i − ḠaiD

ab
µ D

bc
µ G

c
i

)
, (4.23)

and for the symmetry generator

Qij =

∫
d4x

(
Ba
i

δ

δBa
j

− B̄a
j

δ

δB̄a
i

+Gai
δ

δGaj
− Ḡaj

δ

δḠai

)
. (4.24)

By means of the diagonal operator Qf = Qii, the i−valued fields turn out to possess an additional
quantum number, displayed in Table 1, together with the dimension and the ghost number.
Besides the global U(f), f = 6, invariance, the action (4.14) possesses the following additional
rigid symmetries

R
(A)
ij S = 0 , (4.25)

where A = {1, 2, 3, 4} and

R
(1)
ij =

∫
d4x

(
Ba
i

δ

δGaj
− Ḡaj

δ

δB̄a
i

)
,

R
(2)
ij =

∫
d4x

(
B̄a
i

δ

δḠaj
+Gaj

δ

δBa
i

)
,

(4.26)

R
(3)
ij =

∫
d4x

(
B̄a
i

δ

δGaj
− Ḡaj

δ

δBa
i

)
,

R
(4)
ij =

∫
d4x

(
Ba
i

δ

δḠaj
+Gaj

δ

δB̄a
i

)
. (4.27)
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sources Ū V U V̄

dimension 1 1 1 1
ghost number −1 0 1 0
Qf -charge −1 1 1 −1

Table 2: Dimension, ghost number and Qf -charge of the sources.

Let us conclude this section by showing that also the source term (4.12) can be introduced in a
BRST invariant way. This is achieved by considering the following source term

Saux = s

∫
d4x

[(
ViµνḠ

a
i − ŪiµνB

a
i

)
F aµν + χ1Ūiµν∂

2Viµν

+ χ2Ūiµν∂µ∂αViνα − ζ
(
ŪiµνViµν V̄jαβVjαβ − ŪiµνViµν ŪjαβUjαβ

)]
, (4.28)

with

sViµν = Uiµν ,

sUiµν = 0 ,

sŪiµν = V̄iµν ,

sV̄iµν = 0 ,

s2 = 0 . (4.29)

The quantum numbers of the sources are displayed in Table 2. Therefore, for Saux one gets

Saux =

∫
d4x

[
ŪiµνG

a
i F

a
µν + ViµνB̄

a
i F

a
µν − V̄iµνB

a
i F

a
µν + UiµνḠ

a
i F

a
µν + χ1

(
V̄iµν∂

2Viµν

− Ūiµν∂
2Uiµν

)
+ χ2

(
V̄iµν∂µ∂αViνα − Ūiµν∂µ∂αUiνα

)
− ζ

(
ŪiµνUiµνŪjαβUjαβ

+ V̄iµνViµν V̄jαβVjαβ − 2ŪiµνUiµν V̄jαβVjαβ
)]

. (4.30)

The parameters χ1, χ2 and ζ are free parameters, needed for renormalizability purposes. The
action Saux reduces to the term Sm of eq.(4.7) when the sources

(
Viµν , V̄iµν , Uiµν , Ūiµν

)
attain

their physical values, given now by

(
Viµν , V̄iµν , Uiµν , Ūiµν

)
=

1

2

(
Vσρµν , V̄σρµν , Uσρµν , Ūσρµν

)
, (4.31)

V̄σρµν

∣∣∣
phys

= Vσρµν

∣∣∣
phys

=
−im

2
(δσµδρν − δσνδρµ) ,

Uσρµν = Ūσρµν = 0 . (4.32)

Thus

Saux

∣∣∣∣
phys

→ Sm −
9

4

∫
d4x ζm4 , (4.33)

so that the term Sm is recovered, modulo the constant quantity ζm4. All ingredients needed to
study the renormalizability of the action

SYM + SBG + Sgf + Saux , (4.34)

are now at our disposal. This will be the task of the next section.
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sources Ω L Ȳ Y X̄ X

dimension 3 4 3 3 3 3
ghost number −1 −2 −1 −1 −2 0
Qf -charge 0 0 −1 1 −1 1

Table 3: Dimension, fermion number and Qf -charge of the external sources.

5 Identification of a multiplicatively renormalizable action.

In order to discuss the renormalizability properties of our model, we have first to write down
all possible Ward identities expressing the symmetry content of the starting classical action,
eq.(4.34). Let us begin by working out the Slavnov-Taylor identity. Following the algebraic
renormalization procedure as described in [71], we need to introduce additional external sources(
Ωa
µ, L

a, Ȳ a
i , Y

a
i , X̄

a
i ,X

a
i

)
in order to define at the quantum level the composite operators entering

the nonlinear BRST transformations of the fields
(
Aaµ, c

a, Ba
i , B̄

a
i , G

a
i , Ḡ

a
i

)
, eqs.(4.16). In the

present case, this term reads

Sext = s

∫
d4x

(
−Ωa

µA
a
µ + Laca − Ȳ a

i B
a
i − Y a

i B̄
a
i + X̄a

i G
a
i +Xa

i Ḡ
a
i

)
, (5.1)

with
sΩa

µ = sLa = 0 , (5.2)

and

sY ai = Xa
i

sXa
i = 0 (5.3)

sX̄a
i = −Ȳ a

i (5.4)

sȲ ai = 0 . (5.5)

The quantum numbers of the external sources
(
Ωa
µ, L

a, Ȳ a
i , Y

a
i , X̄

a
i ,X

a
i

)
are displayed in Table

3. For the complete action Σ

Σ = SYM + Sgf + SBG + Saux + Sext , (5.6)

we obtain

Σ = SYM +

∫
d4x

(α
2
baba + ba∂µA

a
µ + c̄a∂µD

ab
µ c

b
)

+

∫
d4x

(
B̄a
iD

ab
µ D

bc
µ B

c
i − ḠaiD

ab
µ D

bc
µ G

c
i

)

+

∫
d4x

((
ŪiµνG

a
i + ViµνB̄

a
i − V̄iµνB

a
i + UiµνḠ

a
i

)
F aµν + χ1

(
V̄iµν∂

2Viµν − Ūiµν∂
2Uiµν

))

+

∫
d4xχ2

(
V̄iµν∂µ∂αViνα − Ūiµν∂µ∂αUiνα

)
−

∫
d4xζ

(
ŪiµνUiµν ŪjαβUjαβ + V̄iµνViµν V̄jαβVjαβ

− 2ŪiµνUiµν V̄jαβVjαβ
)

+

∫
d4x

(
−Ωa

µD
ab
µ c

b +
g

2
fabcLacbcc + gfabcȲ a

i c
bBc

i + gfabcY a
i c

bB̄c
i

+ gfabcX̄a
i c
bGci + gfabcXa

i c
bḠci

)
. (5.7)

Expression (5.7) obeys several Ward identities, which we enlist below

• the Slavnov-Taylor identity
S(Σ) = 0 , (5.8)
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S(Σ) =

∫
d4x

[
δΣ

δΩa
µ

δΣ

δAaµ
+

δΣ

δLa
δΣ

δca
+ ba

δΣ

δc̄a
+

(
δΣ

δȲ a
i

+Gai

)
δΣ

δBa
i

+
δΣ

δY a
i

δΣ

δB̄a
i

+
δΣ

δX̄a
i

δΣ

δGai

+

(
δΣ

δXa
i

+ B̄a
i

)
δΣ

δḠai
+ V̄iµν

δΣ

δŪiµν
+ Uiµν

δΣ

δViµν
− Ȳ a

i

δΣ

δX̄a
i

+Xa
i

δΣ

δY a
i

]
, (5.9)

• the global U(f) invariance , f = 6, i.e.

QijΣ = 0 , (5.10)

where

Qij =

∫
d4x

(
Ba
i

δ

δBa
j

− B̄a
j

δ

δB̄a
i

+Gai
δ

δGaj
− Ḡaj

δ

δḠai
+ Uiµν

δ

δUjµν
− Ūjµν

δ

δŪiµν

+ Viµν
δ

δVjµν
− V̄jµν

δ

δV̄iµν
+ Y a

i

δ

δY a
j

− Ȳ a
j

δ

δȲ a
i

+Xa
i

δ

δXa
j

− X̄a
j

δ

δX̄a
i

)
, (5.11)

• the exact rigid symmetries

R
(A)
ij Σ = 0 , (5.12)

where A = {1, 2, 3, 4} and

R
(1)
ij =

∫
d4x

(
Ba
i

δ

δGaj
− Ḡaj

δ

δB̄a
i

+ Viµν
δ

δUjµν
− Ūjµν

δ

δV̄iµν
+ Y a

i

δ

δXa
j

+ X̄a
j

δ

δȲ a
i

)
,

R
(2)
ij =

∫
d4x

(
B̄a
i

δ

δḠaj
+Gaj

δ

δBa
i

+ V̄iµν
δ

δŪjµν
+ Ujµν

δ

δViµν
− Ȳ a

i

δ

δX̄a
j

+Xa
j

δ

δY a
i

)
,

R
(3)
ij =

∫
d4x

(
B̄a
i

δ

δGaj
− Ḡaj

δ

δBa
i

− V̄iµν
δ

δUjµν
+ Ūjµν

δ

δViµν
+ Ȳ a

i

δ

δXa
j

+ X̄a
j

δ

δY a
i

)
,

R
(4)
ij =

∫
d4x

(
Ba
i

δ

δḠaj
+Gaj

δ

δB̄a
i

− Viµν
δ

δŪjµν
− Ujµν

δ

δV̄iµν
− Y a

i

δ

δX̄a
j

+Xa
j

δ

δȲ a
i

)
,

(5.13)

• the gauge fixing condition
δΣ

δba
= αba + ∂µA

a
µ (5.14)

• the antighost Ward identity
ḠaΣ = 0 , (5.15)

where

Ḡa =
δ

δc̄a
+ ∂µ

δ

δΩa
µ

. (5.16)

5.1 Determination of the most general local invariant counterterm

Having established all the Ward identities fulfilled by the complete action Σ, we can now turn
to the characterization of the most general allowed counterterm Σc. Following the algebraic
renormalization procedure [71], Σc is an integrated local polynomial in the fields and sources
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with dimension bounded by four, with vanishing ghost number and Qf -charge, obeying the
following constraints

QijΣ
c = 0 ,

R
(A)
ij Σc = 0 ,

δΣc

δba
= 0 ,

ḠaΣc = 0 , (5.17)

in addition to
BΣΣc = 0 , (5.18)

where BΣ is the nilpotent linearized Slavnov-Taylor operator

BΣ =

∫
d4x

[
δΣ

δΩa
µ

δ

δAaµ
+

δΣ

δAaµ

δ

δΩa
µ

+
δΣ

δLa
δ

δca
+
δΣ

δca
δ

δLa
+ ba

δ

δc̄a
+

(
δΣ

δȲ a
i

+Gai

)
δ

δBa
i

+
δΣ

δBa
i

δ

δȲ a
i

+
δΣ

δY a
i

δ

δB̄a
i

+

(
δΣ

δB̄a
i

+Xa
i

)
δ

δY a
i

+
δΣ

δX̄a
i

δ

δGai
+

(
δΣ

δGai
− Ȳ a

i

)
δ

δX̄a
i

+

(
δΣ

δXa
i

+ B̄a
i

)
δ

δḠai
+

δΣ

δḠai

δ

δXa
i

+ V̄iµν
δ

δŪiµν
+ Uiµν

δ

δViµν

]
, (5.19)

BΣBΣ = 0 . (5.20)

After a rather lengthy analysis, for the most general allowed counterterm we have found

Σc = a0SYM + a1

∫
d4xAaµ

δSYM
δAaµ

+

∫
d4x

(
(a1 + a2)

(
Ωa
µ + ∂µc̄

a
)
∂µc

a + a2gf
abc
(
Ωa
µ + ∂µc̄

a
)
Abµc

c − a2
g

2
fabcLacbcc

)

+

∫
d4x

{
(2a3 + a4) B̄

a
i ∂

2Ba
i − (2a3 + a4) Ḡ

a
i ∂

2Gai

− (a1 + 2a3 + a4) gf
abcB̄a

i

(
∂µA

b
µ + 2Abµ∂µ

)
Bc
i + (2a1 + 2a3 + a4) g

2fabdf bceB̄a
i A

d
µA

e
µB

c
i

+ (a1 + 2a3 + a4) gf
abcḠai

(
∂µA

b
µ + 2Abµ∂µ

)
Gci − (2a1 + 2a3 + a4) g

2fabdf bceḠaiA
d
µA

e
µG

c
i

− a2gf
abcca

(
Ȳ b
i B

c
i + Y b

i B̄
c
i − X̄b

iG
c
i −Xb

i Ḡ
c
i

)
+ [(a1 + a3 + a5) 2∂µA

a
ν

+ (2a1 + a3 + a5) gf
abcAbµA

c
ν

] (
ŪiµνG

a
i + ViµνB̄

a
i + UiµνḠ

a
i − V̄iµνB

a
i

)

+
λabcd

16

(
B̄a
i B

b
i − ḠaiG

b
i

)(
B̄c
jB

d
j − ḠcjG

d
j

)
+ a7

(
B̄a
i B

a
i − ḠaiG

a
i

) (
V̄iµνViµν − ŪiµνUiµν

)

+ a8

(
B̄a
i G

a
jViµνŪjµν + ḠaiG

a
jUiµνŪjµν + B̄a

i B
a
j Viµν V̄jµν − ḠaiB

a
jUiµν V̄jµν

− GaiB
a
j Ūiµν V̄jµν + Ḡai B̄

a
jUiµνVjµν −

1

2
Ba
i B

a
j V̄iµν V̄jµν +

1

2
GaiG

a
j Ūiµν Ūjµν

−
1

2
B̄a
i B̄

a
j ViµνVjµν +

1

2
Ḡai Ḡ

a
jUiµνUjµν

)
+ a9ζ

(
V̄iµνViµν − ŪiµνUiµν

)2

+ a10χ1

(
V̄iµν∂

2Viµν − Ūiµν∂
2Uiµν

)
+ a11χ1

(
V̄iµν∂µ∂αViνα − Ūiµν∂µ∂αUiνα

)}
, (5.21)

where (a0, a1, a2, a3, a4, a5, a7, a8, a9, a10, a11) are free parameters and λabcd is an invariant tensor
of rank four with indices in the adjoint representation and such that

λabcd = λcdab ,

λabcd = λbacd . (5.22)
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For a general discussion of the properties of higher rank invariant tensors we refer the reader to
[72]. Let us only mention that an invariant rank 4 tensor like λabcd obeys a generalized Jacobi
identity

fmanλmbcd + fmbnλamcd + fmcnλabmd + fmdnλabcm = 0 . (5.23)

These parameters ai, i = 0, . . . , 11, should correspond to a multiplicative renormalization of the
fields, parameters and sources of the starting classical action Σ. However, it turns out that the
counterterm (5.21) cannot be reabsorbed through a renormalization of the parameters and fields
of Σ. This means that the starting action Σ is not stable against radiative corrections. Said
otherwise, Σ is not the most general local invariant action compatible with the Ward identities
(5.8)-(5.15). In fact, from the expression (5.21) it follows that the term

∫
d4x

[
a7

(
B̄a
i B

a
i − ḠaiG

a
i

) (
V̄jµνVjµν − ŪjµνUjµν

)
+
λabcd

16

(
B̄a
i B

b
i − ḠaiG

b
i

)(
B̄c
jB

d
j − ḠcjG

d
j

)

+ a8

(
B̄a
i G

a
jViµν Ūjµν + ḠaiG

a
jUiµν Ūjµν + B̄a

i B
a
j Viµν V̄jµν − ḠaiB

a
jUiµν V̄jµν

− GaiB
a
j Ūiµν V̄jµν + Ḡai B̄

a
jUiµνVjµν −

1

2
Ba
i B

a
j V̄iµν V̄jµν +

1

2
GaiG

a
j Ūiµν Ūjµν

−
1

2
B̄a
i B̄

a
j ViµνVjµν +

1

2
Ḡai Ḡ

a
jUiµνUjµν

)]
, (5.24)

fulfills all Ward identities. Moreover, this term does not correspond to a renormalization of the
parameters and fields of Σ. This follows by noting that the counterterm (5.24) is in fact absent
in the expression (5.7).

A stable action Σ̃ is thus obtained by adding to the action Σ the following expression

Sλ =

∫
d4x

[
λ1

(
B̄a
i B

a
i − ḠaiG

a
i

) (
V̄jµνVjµν − ŪjµνUjµν

)

+
λabcd

16

(
B̄a
i B

b
i − ḠaiG

b
i

)(
B̄c
jB

d
j − ḠcjG

d
j

)

+ λ3

(
B̄a
i G

a
jViµν Ūjµν + ḠaiG

a
jUiµν Ūjµν + B̄a

i B
a
j Viµν V̄jµν − ḠaiB

a
jUiµν V̄jµν

− GaiB
a
j Ūiµν V̄jµν + Ḡai B̄

a
jUiµνVjµν −

1

2
Ba
i B

a
j V̄iµν V̄jµν +

1

2
GaiG

a
j Ūiµν Ūjµν

−
1

2
B̄a
i B̄

a
j ViµνVjµν +

1

2
Ḡai Ḡ

a
jUiµνUjµν

)]
, (5.25)

where λ1, λ3, are free parameters, namely, by taking as starting point the action

Σ̃ = SYM + Sgf + SBG + Saux + Sλ + Sext . (5.26)

The previous algebraic analysis can be repeated for the action Σ̃. For the most general allowed
counterterm we find now
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Σ̃c = a0SYM + a1

∫
d4xAaµ

δSYM
δAaµ

+

∫
d4x

(
(a1 + a2)

(
Ωa
µ + ∂µc̄

a
)
∂µc

a + a2gf
abc
(
Ωa
µ + ∂µc̄

a
)
Abµc

c − a2
g

2
fabcLacbcc

)

+

∫
d4x

{
(2a3 + a4) B̄

a
i ∂

2Ba
i − (2a3 + a4) Ḡ

a
i ∂

2Gai

− (a1 + 2a3 + a4) gf
abcB̄a

i

(
∂µA

b
µ + 2Abµ∂µ

)
Bc
i + (2a1 + 2a3 + a4) g

2fabdf bceB̄a
i A

d
µA

e
µB

c
i

+ (a1 + 2a3 + a4) gf
abcḠai

(
∂µA

b
µ + 2Abµ∂µ

)
Gci − (2a1 + 2a3 + a4) g

2fabdf bceḠaiA
d
µA

e
µG

c
i

− a2gf
abcca

(
Ȳ b
i B

c
i + Y b

i B̄
c
i − X̄b

iG
c
i −Xb

i Ḡ
c
i

)
+ [(a1 + a3 + a5) 2∂µA

a
ν

+ (2a1 + a3 + a5) gf
abcAbµA

c
ν

] (
ŪiµνG

a
i + ViµνB̄

a
i + UiµνḠ

a
i − V̄iµνB

a
i

)

+ (4a3 + ã6)
λabcd

16

(
B̄a
i B

b
i − ḠaiG

b
i

)(
B̄c
jB

d
j − ḠcjG

d
j

)

+ (2a3 + ã7)λ1

(
B̄a
i B

a
i − ḠaiG

a
i

) (
V̄iµνViµν − ŪiµνUiµν

)

+ (2a3 + ã8)λ3

(
B̄a
i G

a
jViµν Ūjµν + ḠaiG

a
jUiµν Ūjµν + B̄a

i B
a
j Viµν V̄jµν − ḠaiB

a
jUiµν V̄jµν

− GaiB
a
j Ūiµν V̄jµν + Ḡai B̄

a
jUiµνVjµν −

1

2
Ba
i B

a
j V̄iµν V̄jµν +

1

2
GaiG

a
j Ūiµν Ūjµν

−
1

2
B̄a
i B̄

a
j ViµνVjµν +

1

2
Ḡai Ḡ

a
jUiµνUjµν

)
+ a9ζ

(
V̄iµνViµν − ŪiµνUiµν

)2

+ a10χ1

(
V̄iµν∂

2Viµν − Ūiµν∂
2Uiµν

)
+ a11χ1

(
V̄iµν∂µ∂αViνα − Ūiµν∂µ∂αUiνα

)}
, (5.27)

As a useful check, let us show that Σ̃c can be reabsorbed by means of a multiplicative renormal-
ization of the parameters, fields and sources of Σ̃. Setting

φ0 = Z
1/2
φ φ ,

J0 = ZJJ ,

ξ0 = Zξξ , (5.28)

where

φ = {A, b, c, c̄, B, B̄,G, Ḡ} ,

J = {Ω, L, Ū , U, V̄ , V,X, X̄, Y, Ȳ } ,

ξ = {g, α, χ1, χ2, ζ, λ1, λ
abcd, λ3} , (5.29)

it follows
Σ̃(φ0, J0, ξ0) = Σ̃(φ, J, ξ) + ηΣ̃c(φ, J, ξ) +O(η2) . (5.30)

In particular, the renormalization constants are found to be

Z
1/2
A = 1 + η

(a0

2
+ a1

)
, (5.31)

Z1/2
c = 1 − η

(a1

2
+
a2

2

)
, (5.32)

Z
1/2
c̄ = Z1/2

c , (5.33)

Z
1/2
b = Z

−1/2
A , (5.34)
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ZΩ = Z1/2
c , (5.35)

ZL = ZA , (5.36)

Z
1/2
B = Z

1/2

B̄
= Z

1/2
G = Z

1/2

Ḡ
= 1 + η

(
a3 +

a4

2

)
, (5.37)

ZV = ZV̄ = ZU = ZŪ = 1 − η
(a0

2
+
a4

2
− a5

)
, (5.38)

ZX = ZX̄ = ZY = ZȲ = Z1/2
c Z

1/2
A Z

−1/2
B , (5.39)

Zg = 1 − ǫ
a0

2
, (5.40)

Zα = ZA , (5.41)

Zλ1
= 1 + ǫ (a0 − 2a5 + ã7) , (5.42)

Zλabcd = 1 − ǫ (2a4 − ã6) , (5.43)

Zλ3
= 1 + ǫ (a0 − 2a5 + ã8) , (5.44)

Zχ1
= 1 + ǫ (a0 + a4 − 2a5 + a10) , (5.45)

Zχ2
= 1 + ǫ (a0 + a4 − 2a5 + a11) , (5.46)

Zζ = 1 + ǫ (2a0 + 2a4 − 4a5 − a9) . (5.47)

5.2 Summary.

In summary, we have been able to identify a local and polynomial action, given in expression
(5.26), which displays multiplicative renormalizability. This has been achieved by adding to the
action Σ the term Sλ, eq.(5.25), which is compatible with the complete set of Ward identities.
When the sources

(
Viµν , V̄iµν , Uiµν , Ūiµν

)
attain their physical value, eq.(4.32), Sλ becomes

Sλ

∣∣∣∣
phys

=

∫
d4x

[
−

3

8
m2λ1

(
B̄a
µνB

a
µν − ḠaµνG

a
µν

)
+m2λ3

32

(
B̄a
µν −Ba

µν

)2

+
λabcd

16

(
B̄a
µνB

b
µν − ḠaµνG

b
µν

)(
B̄c
ρσB

d
ρσ − ḠcρσG

d
ρσ

)]
. (5.48)

This expression reminds us of a kind of Higgs term. There are, however, several differences.
These are due to the antisymmetric character of the fields

(
Ba
µν , B̄

a
µν , G

a
µν , Ḡ

a
µν

)
with respect

to the Lorentz indices. Moreover, we remark that, while
(
Ba
µν , B̄

a
µν

)
are bosonic, the fields(

Gaµν , Ḡ
a
µν

)
are anticommuting. With the exception of the term containing the parameter λ3,

expression (5.48) displays thus a supersymmetric structure, a feature supported by the fact that,
according to (4.16), the fields

(
Ba
µν , B̄

a
µν , G

a
µν , Ḡ

a
µν

)
transform as BRST doublets. Therefore,

a certain number of cancellations among the contributions arising from these fields might be
expected in the evaluation of the Green’s functions of the model. The possible use of this su-
persymmetric structure will be explored in the future, as well as its possible consequences for
the Green’s functions of the model.

To conclude, let us give explicitly the starting action when the sources
(
Viµν , V̄iµν , Uiµν , Ūiµν

)
at-

tain their physical value, eq.(4.32), while the additional external sources
(
Ωa
µ, L

a, Ȳ a
i , Y

a
i , X̄

a
i ,X

a
i

)

are put equal to zero.
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S = SYM + SBG + Sm + Sλ

∣∣∣∣
phys

+ Sgf

=

∫
d4x

[
1

4
F aµνF

a
µν +

im

4
(B − B̄)aµνF

a
µν +

1

4

(
B̄a
µνD

ab
σ D

bc
σ B

c
µν − ḠaµνD

ab
σ D

bc
σ G

c
µν

)

−
3

8
m2λ1

(
B̄a
µνB

a
µν − ḠaµνG

a
µν

)
+m2λ3

32

(
B̄a
µν −Ba

µν

)2

+
λabcd

16

(
B̄a
µνB

b
µν − ḠaµνG

b
µν

)(
B̄c
ρσB

d
ρσ − ḠcρσG

d
ρσ

)
+
α

2
baba + ba∂µA

a
µ + c̄a∂µD

ab
µ c

b

]
.

(5.49)

Let us finally notice that each of the terms in eq.(5.48) is invariant w.r.t. to the gauge transfor-
mations (4.8). More precisely, one has

δ

(
SYM + SBG + Sm + Sλ

∣∣∣∣
phys

)
= 0 . (5.50)

6 One loop renormalization.

We now turn to the details of the explicit one loop renormalization of the Lagrangian (5.49) in
the presence of the nonlocal operator. It is first worth noting some of the key features of (5.49)
in relation to the extraction of the one loop renormalization constants prior to discussing their
calculation. First, considering the case when m is zero then one has a gauge theory fixed in an
arbitrary linear covariant gauge where in addition to the usual gluon and Faddeev-Popov ghost
fields there are two additional auxiliary fields, Ba

µν and Gaµν where the latter is anticommuting.
Since these fields originate in localizing the nonlocal operator, when that operator is absent at
m = 0, these new fields ought to play a completely passive role in the (one loop) renormalization.
In other words the gluon, Faddeev-Popov ghost and quark renormalization constants ought to
be equivalent to those obtained when Ba

µν and Gaµν are formally absent. However, when they
are present the algebraic renormalization formalism has demonstrated that they generate a new
quartic interaction through (one loop) renormalization effects∗ which is indicated by the term
with the independent coupling λabcd in (5.49). In other words if one computes the B̄aBbB̄cBd

four-point function at one loop with λabcd initially zero, there will be a divergent contribution
at O(g2) which will be removed by the counterterm generated by the term involving λabcd. This
is akin to the situation in λφ4 theory where the Lagrangian is multiplicatively renormalizable
in four dimensions. However, the interaction can be replaced by a cubic vertex involving an
auxiliary scalar field. The renormalization of this version of the Lagrangian still proceeds as
usual except that the Lagrangian ceases to be multiplicatively renormalizable since a φ4 vertex
will naturally be generated from one loop box diagrams. The standard λφ4 β-function and
renormalization group functions can still be extracted with the auxiliary field version but one
has to take account of the effects of the generation of the extra interaction. Indeed a similar
situation arises in two dimensional four-Fermi theories where a formalism has been developed
[73] and used to perform three loop calculations. The situation for our current Lagrangian is
the same. The quartic interaction is generated via loop interactions and will be O(g2). Thus it
does not need to be taken into account for the extraction of the one loop anomalous dimensions

∗It might be useful to remark here that, at one loop order, the invariant rank four tensor which emerges from
explicit calculations turns out to be proportional to g2

(
feapfebqfmcpfmdq + feapfebqfmdpfmcq

)
, which fulfills in

fact the conditions (5.22).
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we are interested in.

For the case when m is non-zero, there is a similar situation. The algebraic renormalization
demonstrates that the now localized mass operator (B̄a

µν − Ba
µν)F

a
µν , which is dimension three,

mixes into two gauge invariant dimension two operators being those associated with the cou-
plings λ1 and λ3. In other words computing the renormalization of the operator with a massive
gluon propagator will inevitably lead to the generation of these two additional operators. As
such this is nothing new in that it follows the pattern already known for the renormalization
of local composite operators (See, for example, [74]). Indeed it is reassuring that this property
emerges in an elegant way from the algebraic renormalization formalism for a localized nonlocal
operator. However, these two additional operators do not form the complete basis of the possi-
ble dimension two operators that higher dimensional operators can mix into when one uses the
massive theory. Since each combination of pairs of the set {Ba

µν , B̄
a
µν , G

a
µν , Ḡ

a
µν} are individually

gauge invariant operators, to correctly treat the renormalization one would have to construct
the full mixing matrix for this set. Though only those combinations with zero ghost number
would be of importance. As we are primarily focused on extracting the anomalous dimension
of the nonlocal operator itself, it will be apparent that this mixing matrix is not immediately
required and we will defer its computation to a later article.

Having outlined the status of (5.49) it is now evident how one goes about extracting the renor-
malization constants which will lead to the anomalous dimension of F aµν

1
D2F

a
µν . Since we have

localized this operator to (B̄a
µν −Ba

µν)F
a
µν then the anomalous dimension of F aµν

1
D2F

a
µν is equiv-

alent† to that of the gauge invariant operator (B̄a
µν − Ba

µν)F
a
µν . Therefore, we can extract the

anomalous dimension by inserting (B̄a
µν−B

a
µν)F

a
µν into a Ba

µνA
b
σ two-point function and compute

it using massless propagators. This is similar to how one determines the quark mass anomalous
dimension by inserting the mass operator ψ̄ψ into a quark two-point function, [75, 76]. For
(B̄a

µν −Ba
µν)F

a
µν we will need the Ba

µν anomalous dimension. However, we have carried out the
full renormalization of all the fields of (5.49) at one loop by making use of symbolic manipu-
lation programmes. The Feynman diagrams for the relevant Green’s functions are generated
with the Qgraf package, [77], converted into Form, [78], input notation before extracting the
divergences with the Mincer package, [79]. This uses dimensional regularization in d = 4 − 2ǫ
dimensions and we will remove the infinities with the (mass independent) MS renormalization
scheme. If we define

γφ(a) = µ
∂

∂µ
lnZφ , (6.1)

for φ ∈ {Aaµ, c
a, ψ,Ba

µν , G
a
µν} where a = g2/(16π2), then the renormalization constants give the

explicit results

γA(a) = [(3α − 13)CA + 8TFNf ]
a

6
+ O(a2) ,

γc(a) = (α− 3)CA
a

4
+ O(a2) ,

γψ(a) = αCFa + O(a2) ,

γB(a) = γG(a) = (α− 3)CAa + O(a2) , (6.2)

whereNf is the number of quark flavours‡, T aT a = CF I, f
acdf bcd = CAδ

ab and tr
(
T aT b

)
= TF δ

ab.
For completeness we note that the massless momentum space propagators of the fields are

†Up to an overall scaling factor.
‡Although we did not consider matter fields in the previous analysis, it turns out that the multiplicative

renormalizability of the action Σ̃, eq.(5.26), can be extended to the case in which spinor fields are present.
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〈Aaµ(p)A
b
ν(−p)〉 = −

δab

p2

[
δµν − (1 − α)

pµpν
p2

]
,

〈ca(p)c̄b(−p)〉 =
δab

p2
,

〈ψ(p)ψ̄(−p)〉 =
p/

p2
,

〈Ba
µν(p)B̄

b
σρ(−p)〉 = −

δab

2p2
[δµσδνρ − δµρδνσ] ,

〈Gaµν(p)Ḡ
b
σρ(−p)〉 = −

δab

2p2
[δµσδνρ − δµρδνσ] , (6.3)

where p is the momentum. It is worth noting that the expressions for the gluon, Faddeev-Popov
ghost and quark are equivalent to those obtained in the absence of Ba

µν and Gaµν as expected.
Indeed from examining the contributions from the diagrams involving these fields it is evident
that the anticommuting property of Gaµν introduces the necessary minus sign to exactly cancel
the contribution from the graph involving a Ba

µν loop. To verify that the Ba
µν and Gaµν anomalous

dimensions are correct, aside from correctly satisfying the equality demanded from the algebraic
renormalization, eq.(5.37), we have also renormalized both the gluon-B and gluon-G vertices at
one loop and verified that the correct one loop α independent coupling constant renormalization
emerges as

β(a) = −

[
11

3
CA −

4

3
TFNf

]
a2 + O(a3) . (6.4)

Hence the renormalization of the operator Ba
µνF

a
µν proceeds by inserting Ba

µνF
a
µν into a gluon-B

two-point function and extracting the divergence from the five one loop diagrams. Although we
are regarding Ba

µνF
a
µν as multiplicatively renormalizable, since it is of dimension three it could

in principle mix into the dimension three quark mass operator, ψ̄ψ. However, at one loop there
are no mixed diagrams of inserting ψ̄ψ into a gluon-B Green’s function or of inserting Ba

µνF
a
µν

into a quark two-point function. If we define

Oo = ZOO , (6.5)

where the subscript o denotes the bare object, with

O = Ba
µνF

a
µν , (6.6)

then we find

ZO = 1 +

(
2

3
TFNf −

11

6
CA

)
a

ǫ
+ O(a2) . (6.7)

Hence, with

γO(a) = µ
∂

∂µ
lnZO , (6.8)

we deduce

γO(a) = −

[
11

6
CA −

2

3
TFNf

]
a + O(a2) . (6.9)

As the original operator was gauge invariant it is reassuring to note that γO(a) is independent
of α. It is worth underlining here that the anomalous dimension γO(a) is equivalent to the one
loop β-function, where the overall factor of 2 is accounted for by noting that this is equivalent
to the anomalous dimension of m as opposed to that of m2. This is interesting for various
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reasons. First in the one loop renormalization of two-leg higher dimension operators in Yang-
Mills theories the operators F aµνF

a
µν , DµF

a
νσDµF

a
νσ and DµDνF

a
σρDµDνF

a
σρ each have the same

one loop anomalous dimensions which is also the β-function§, [81, 82]. What is intriguing
in the present situation is that the nonlocal operator F aµν

1
D2F

a
µν , which has a similar Lorentz

contraction as the higher dimension operators noted above, has an anomalous dimension which
is the same at one loop. There would appear to be no a priori reason either from the algebraic
renormalization or other methods to expect this. Obviously, having the two loop correction
to (6.9) would enhance our understanding of both the renormalization and significance of this
nonlocal operator. With the exception of F aµνF

a
µν , the renormalization group behaviour of the

two-leg higher dimension operators is also unknown¶. It would be interesting to pursue this
study to find out if a gauge invariant and renormalization group invariant mass dimension two
condensate could be found using F aµν

1
D2F

a
µν , provided the operator condenses. Since evidence

for the existence of a non-zero dimension two condensate arises in the fitting of data for gauge
variant objects [18, 20, 21, 24, 25], as a first step, it would seem natural in the light of (6.9) to
find out whether one could extract an estimate for the one loop renormalization group invariant
condensate 〈αsF

a
µν

1
D2F

a
µν〉 by fitting for 1/Q2 power corrections in measurements of correlations

of gauge invariant operators. We refer to [84, 85, 86] for a review of the role of such 1/Q2

corrections which go beyond the standard SVZ-expansion [87, 88, 84].

7 Conclusions.

In this work the properties of the nonlocal gauge invariant operator Tr
∫
d4xFµν(D

2)−1Fµν of
mass dimension 2 have been investigated. We started by looking at the Abelian case, where
several nonlocal gauge invariant operators have been considered. Moreover, in this case, all
operators turn out to reduce to the same expression when the classical equations of motion are
employed. All Abelian operators generalize to the non-Abelian case. However, their classical
equivalence does not hold anymore. In particular, the operator Tr

∫
d4xFµν(D

2)−1Fµν exhibits
differences with respect to the operator A2

min.

Albeit nonlocal, the operator Tr
∫
d4xFµν(D

2)−1Fµν can be cast in local form by the intro-
duction of a suitable set of additional fields, in contrast with the operator A2

min. A local and
polynomial action has been identified, eq.(5.26), and proven to be multiplicatively renormalizable
to all orders in the class of linear covariant gauges by means of the algebraic renormalization. We
point out that this action possesses a finite and relatively small number of parameters, a feature
useful for higher order computations. We have calculated the one-loop renormalization group
functions of the model. We have recovered the anomalous dimensions of the elementary fields,
if already known. In the case of the nonlocal operator, we have found that the renormalization
group behaviour is dictated by the β-function at one-loop.

The possibility of having at our disposal a local and renormalizable action might provide us
with a consistent framework for a future investigation of the possible existence of the conden-
sate

〈
F 1
D2F

〉
.

§We have checked that the dimension ten operator DµDνDσF a
ρθDµDνDσF a

ρθ has the same one loop anomalous
dimension too, [80].

¶For details concerning the renormalization (group) properties of F a
µνF a

µν with or without massless/massive
quarks, we refer to [83].
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A Properties of the functional fA[u].

In this Appendix we recall some useful properties of the functional fA[u]

fA[u] ≡ Tr

∫
d4xAuµA

u
µ = Tr

∫
d4x

(
u†Aµu+

i

g
u†∂µu

)(
u†Aµu+

i

g
u†∂µu

)
. (A.1)

For a given gauge field configuration Aµ, fA[u] is a functional defined on the gauge orbit of Aµ.
Let A be the space of connections Aaµ with finite Hilbert norm ||A||, i.e.

||A||2 = Tr

∫
d4xAµAµ =

1

2

∫
d4xAaµA

a
µ < +∞ , (A.2)

and let U be the space of local gauge transformations u such that the Hilbert norm ||u†∂u|| is
finite too, namely

||u†∂u||2 = Tr

∫
d4x

(
u†∂µu

)(
u†∂µu

)
< +∞ . (A.3)

The following proposition holds [59, 60, 61, 62, 63]

• Proposition
The functional fA[u] achieves its absolute minimum on the gauge orbit of Aµ.

This proposition means that there exists a h ∈ U such that

δfA[h] = 0 , (A.4)

δ2fA[h] ≥ 0 , (A.5)

fA[h] ≤ fA[u] , ∀u ∈ U . (A.6)

The operator A2
min is thus given by

A2
min = min

{u}
Tr

∫
d4xAuµA

u
µ = fA[h] . (A.7)

Let us give a look at the two conditions (A.4) and (A.5). To evaluate δfA[h] and δ2fA[h] we
set‖

v = heigω = heigω
aTa

, (A.8)

[
T a, T b

]
= ifabc , Tr

(
T aT b

)
=

1

2
δab , (A.9)

‖The case of the gauge group SU(N) is considered here.
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where ω is an infinitesimal hermitian matrix and we compute the linear and quadratic terms of
the expansion of the functional fA[v] in power series of ω. Let us first obtain an expression for
Avµ

Avµ = v†Aµv +
i

g
v†∂µv

= e−igωh†Aµhe
igω +

i

g
e−igω

(
h†∂µh

)
eigω +

i

g
e−igω∂µe

igω

= e−igωAhµe
igω +

i

g
e−igω∂µe

igω . (A.10)

Expanding up to the order ω2, we get

Avµ =

(
1 − igω − g2ω

2

2

)
Ahµ

(
1 + igω − g2ω

2

2

)
+
i

g

(
1 − igω − g2ω

2

2

)
∂µ

(
1 + igω − g2ω

2

2

)

=

(
1 − igω − g2ω

2

2

)(
Ahµ + igAhµω − g2Ahµ

ω2

2

)
+

+
i

g

(
1 − igω − g2ω

2

2

)(
ig∂µω −

g2

2
(∂µω)ω −

g2

2
ω (∂µω)

)

= Ahµ + igAhµω −
g2

2
Ahµω

2 − igωAhµ + g2ωAhµω −
g2

2
ω2Ahµ

+
i

g

(
ig∂µω −

g2

2
(∂µω)ω −

g2

2
ω∂µω + g2ω∂µω

)
+O(ω3) , (A.11)

from which it follows

Avµ = Ahµ + ig[Ahµ, ω] +
g2

2
[[ω,Ahµ], ω] − ∂µω + i

g

2
[ω, ∂µω] +O(ω3) , (A.12)

We now evaluate

fA[v] = Tr

∫
d4xAuµA

u
µ

= Tr

∫
d4x

[(
Ahµ + ig[Ahµ, ω] +

g2

2
[[ω,Ahµ], ω] − ∂µω + i

g

2
[ω, ∂µω] +O(ω3)

)
×

(
Ahµ + ig[Ahµ, ω] +

g2

2
[[ω,Ahµ], ω] − ∂µω + i

g

2
[ω, ∂µω] +O(ω3)

)]

= Tr

∫
d4x

{
AhµA

h
µ + igAhµ[A

h
µ, ω] + g2AhµωA

h
µω −

g2

2
AhµA

h
µω

2 −
g2

2
Ahµω

2Ahµ −Ahµ∂µω

+ i
g

2
Ahµ[ω, ∂µω] + ig[Ahµ, ω]Ahµ − g2[Ahµ, ω][Ahµ, ω] − ig[Ahµ, ω]∂µω + g2ωAhµωA

h
µ

−
g2

2
Ahµω

2Ahµ −
g2

2
ω2AhµA

h
µ − ∂µωA

h
µ − ig∂µω[Ahµ, ω] + ∂µω∂µω + i

g

2
[ω, ∂µω]Ahµ

}
+O(ω3)

= fA[h] − Tr

∫
d4x

{
Ahµ, ∂µω

}
+ Tr

∫
d4x

(
g2AhµωA

h
µω −

g2

2
AhµA

h
µω

2 −
g2

2
Ahµω

2Ahµ

− g2[Ahµ, ω][Ahµ, ω] + g2ωAhµωA
h
µ −

g2

2
Ahµω

2Ahµ −
g2

2
ω2AhµA

h
µ

)
+ Tr

∫
d4x (∂µω∂µω

+ i
g

2
[ω, ∂µω]Ahµ − ig∂µω[Ahµ, ω] − ig[Ahµ, ω]∂µω + i

g

2
Ahµ[ω, ∂µω]

)
+O(ω3)
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= fA[h] + 2

∫
d4x tr

(
ω∂µA

h
µ

)
+

∫
d4x tr

{
2g2ωAhµωA

h
µ − 2g2AhµA

h
µω

2

− g2
(
Ahµω − ωAhµ

)(
Ahµω − ωAhµ

)}
+

∫
d4x tr

(
∂µω∂µω + i

g

2
ω∂µωA

h
µ − i

g

2
∂µωωA

h
µ

− ig∂µωA
h
µω + ig∂µωωA

h
µ − igAhµω∂µω + igωAhµ∂µω + i

g

2
Ahµω∂µω − i

g

2
Ahµ∂µωω

)
+O(ω3)

= fA[h] + 2Tr

∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

(
∂µω∂µω + igω∂µωA

h
µ − ig∂µωωA

h
µ

− 2ig∂µωA
h
µω + 2ig∂µωωA

h
µ

)
+O(ω3) . (A.13)

Thus

fA[v] = fA[h] + 2Tr

∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

(
∂µω∂µω + igω∂µωA

h
µ − ig∂µωωA

h
µ

− ig (∂µω)Ahµω + ig (∂µω)ωAhµ

)
+O(ω3)

= fA[h] + 2Tr

∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

{
∂µω

(
∂µω − ig

[
Ahµ, ω

])}
+O(ω3) .

(A.14)

Finally

fA[v] = fA[h] + 2Tr

∫
d4x

(
ω∂µA

h
µ

)
− Tr

∫
d4xω∂µDµ(A

h)ω +O(ω3) , (A.15)

so that

δfA[h] = 0 ⇒ ∂µA
h
µ = 0 ,

δ2fA[h] > 0 ⇒ −∂µDµ(A
h) > 0 . (A.16)

We see therefore that the set of field configurations fulfilling conditions (A.16), i.e. defining
relative minima of the functional fA[u], belong to the so called Gribov region Ω, which is defined
as

Ω = {Aµ| ∂µAµ = 0 and − ∂µDµ(A) > 0} . (A.17)

Let us proceed now by showing that the transversality condition, ∂µA
h
µ = 0, can be solved for

h = h(A) as a power series in Aµ. We start from

Ahµ = h†Aµh+
i

g
h†∂µh , (A.18)

with
h = eigφ = eigφ

aTa

. (A.19)

Let us expand h in powers of φ

h = 1 + igφ−
g2

2
φ2 +O(φ3) . (A.20)

From equation (A.18) we have

Ahµ = Aµ + ig[Aµ, φ] + g2φAµφ−
g2

2
Aµφ

2 −
g2

2
φ2Aµ − ∂µφ+ i

g

2
[φ, ∂µ] +O(φ3) . (A.21)
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Thus, condition ∂µA
h
µ = 0, gives

∂2φ = ∂µA+ ig[∂µAµ, φ] + ig[Aµ, ∂µφ] + g2∂µφAµφ+ g2φ∂µAµφ+ g2φAµ∂µφ

−
g2

2
∂µAµφ

2 −
g2

2
Aµ∂µφφ−

g2

2
Aµφ∂µφ−

g2

2
∂µφφAµ −

g2

2
φ∂µφAµ −

g2

2
φ2∂µAµ

+ i
g

2
[φ, ∂2φ] +O(φ3) . (A.22)

This equation can be solved iteratively for φ as a power series in Aµ, namely

φ =
1

∂2
∂µAµ + i

g

∂2

[
∂A,

∂A

∂2

]
+ i

g

∂2

[
Aµ, ∂µ

∂A

∂2

]
+
i

2

g

∂2

[
∂A

∂2
, ∂A

]
+O(A3) , (A.23)

so that

Ahµ = Aµ −
1

∂2
∂µ∂A− ig

∂µ
∂2

[
Aν , ∂ν

∂A

∂2

]
− i

g

2

∂µ
∂2

[
∂A,

1

∂2
∂A

]

+ ig

[
Aµ,

1

∂2
∂A

]
+ i

g

2

[
1

∂2
∂A,

∂µ
∂2
∂A

]
+O(A3) . (A.24)

Expression (A.24) can be written in a more useful way, given in eq.(3.2). In fact

Ahµ =

(
δµν −

∂µ∂ν
∂2

)(
Aν − ig

[
1

∂2
∂A,Aν

]
+
ig

2

[
1

∂2
∂A, ∂ν

1

∂2
∂A

])
+O(A3)

= Aµ − ig

[
1

∂2
∂A,Aµ

]
+
ig

2

[
1

∂2
∂A, ∂µ

1

∂2
∂A

]
−
∂µ
∂2
∂A+ ig

∂µ
∂2
∂ν

[
1

∂2
∂A,Aν

]

− i
g

2

∂µ
∂2
∂ν

[
∂A

∂2
,
∂ν
∂2
∂A

]
+O(A3)

= Aµ −
∂µ
∂2
∂A+ ig

[
Aµ,

1

∂2
∂A

]
+
ig

2

[
1

∂2
∂A, ∂µ

1

∂2
∂A

]
+ ig

∂µ
∂2

[
∂ν
∂2
∂A,Aν

]

+ i
g

2

∂µ
∂2

[
∂A

∂2
, ∂A

]
+O(A3) (A.25)

which is precisely expression (A.24). The transverse field given in eq.(3.2) enjoys the prop-
erty of being gauge invariant order by order in the coupling constant g. Let us work out the
transformation properties of φν under a gauge transformation

δAµ = −∂µω + ig[Aµ, ω] . (A.26)

We have, up to the order O(g2),

δφν = −∂νω + ig

[
1

∂2
∂A, ∂νω

]
− i

g

2

[
ω, ∂ν

1

∂2
∂A

]
− i

g

2

[
∂A

∂2
, ∂νω

]
+O(g2)

= −∂νω + i
g

2

[
1

∂2
∂A, ∂νω

]
+ i

g

2

[
∂ν

1

∂2
∂A, ω

]
+O(g2) . (A.27)

Therefore

δφν = −∂ν

(
ω − i

g

2

[
∂A

∂2
, ω

])
+O(g2) , (A.28)

from which the gauge invariance of Ahµ is established.
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Finally, let us work out the expression of A2
min as a power series in Aµ.

A2
min = Tr

∫
d4xAhµA

h
µ

= Tr

∫
d4x

[
φµ

(
δµν −

∂µ∂ν
∂2

)
φν

]

= Tr

∫
d4x

[(
Aµ − ig

[
1

∂2
∂A,Aµ

]
+
ig

2

[
1

∂2
∂A, ∂µ

1

∂2
∂A

])
×

(
δµν −

∂µ∂ν
∂2

)(
Aν − ig

[
1

∂2
∂A,Aν

]
+
ig

2

[
1

∂2
∂A, ∂ν

1

∂2
∂A

])]

= Tr

∫
d4x

{
Aµ

(
δµν −

∂µ∂ν
∂2

)
Aν − 2ig

(
Aν − ∂ν

∂A

∂2

)[
∂A

∂2
, Aν

]

+ig

(
Aν − ∂ν

∂A

∂2

)[
∂A

∂2
, ∂ν

∂A

∂2

]}
+O(A4)

= Tr

∫
d4x

{
Aµ

(
δµν −

∂µ∂ν
∂2

)
Aν − 2igAν

[
∂A

∂2
, Aν

]
+ 2ig

∂ν∂A

∂2

[
∂A

∂2
, Aν

]

+igAν

[
∂A

∂2
, ∂ν

∂A

∂2

]
− ig

∂ν∂A

∂2

[
∂A

∂2
, ∂ν

∂A

∂2

]}
+O(A4)

=
1

2

∫
d4x

[
Aaµ

(
δµν −

∂µ∂ν
∂2

)
Aaν − 2gfabc

∂ν∂A
a

∂2

∂Ab

∂2
Acν − gfabcAaν

∂Ab

∂2

∂ν∂A
c

∂2

]
+O(A4) .

(A.29)

leading to the result quoted in eq.(3.4).

We conclude this Appendix by noting that, due to gauge invariance, A2
min can be rewritten

in a manifestly invariant way in terms of Fµν and the covariant derivative Dµ [60], see eq.(3.17).

B Properties of the Stueckelberg term.

In this Appendix we derive some useful properties of the non-Abelian Stueckelberg term OS

[58], defined by the equations (3.7)-(3.8). The expression (3.7) is left invariant by the gauge
transformations given in eq.(3.9). In fact

(
Aµ −

i

g
U−1∂µU

)
→ V −1

(
Aµ −

i

g
U−1∂µU

)
V . (B.1)

Thus

Tr

(
Aµ −

i

g
U−1∂µU

)2

→ Tr

(
Aµ −

i

g
U−1∂µU

)2

. (B.2)

Let us look now at the equations of motion of the Stueckelberg field φa, as expressed in eq.(3.11),
from which

∂µAµ −
i

g
∂µ
(
U−1∂µU

)
−
[
Aµ, U

−1∂µU
]

= 0 . (B.3)

29



Expanding the term U−1∂µU in power series of φa

U−1∂µU = e−igφ
aTa

∂µe
igφaTa

=

(
1 − igφaT a −

g2

2
φaT aφbT b

)
∂µ

(
1 + igφaT a −

g2

2
φaT aφbT b

)
+O(φ3)

=

(
1 − igφaT a −

g2

2
φaT aφbT b

)(
ig∂µφ

aT a −
g2

2
∂µφ

aφbT aT b −
g2

2
φa∂µφ

bT aT b
)

= igT a∂µφ
a −

g2

2
(∂µφ

a)φbT aT b −
g2

2
φa∂µφ

bT aT b + g2φa∂µφ
bT aT b +O(φ3)

= igT a∂µφ
a −

g2

2
(∂µφ

a)φb[T a, T b] +O(φ3) , (B.4)

yielding

U−1∂µU = igT a∂µφ
a −

g2

2
iT cfabc (∂µφ

a)φb +O(φ3) . (B.5)

After substitution of expression (B.5) in eq.(B.3), we have

0 = ∂µA
a
µT

a + ∂µ

(
T a∂µφ

a −
g

2
T cfabc∂µφ

aφb
)
− igAbµ∂µφ

c[T b, T c] + higher order terms

= T a
(
∂Aa + ∂2φa −

g

2
fabc

(
∂2φb

)
φc + gfabcAbµ∂µφ

c
)

+ higher order terms , (B.6)

from which

∂2φa = −∂Aa − gfabcAbµ∂µφ
c +

g

2
fabc

(
∂2φb

)
φc + higher order terms , (B.7)

and

φa = −
1

∂2
∂Aa −

g

∂2

(
fabcAbµ∂µφ

c −
g

2
fabc

(
∂2φb

)
φc
)

+ higher order terms . (B.8)

Finally, substituting recursively for φ, we obtain the expression (3.12).
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