Future Grid Report August 22 2011
Geoffrey Fox 
Introduction
This report is the forty ninth for the project and now continues with status of each committee and the collaborating sites. 
Summary
Operations and Change Management Committee
Spending authorization thru December 2011 (PY3 Q1) for all partners approved by NSF.  Subaward agreement amendments finalized and will be sent out on Monday, August 22 for signatures.  Substantial committee discussion on privileged access.
Software Team (includes Performance and Systems Management Teams)
This week’s main tasks identification of possible pathways to speed up the creation of HPC accounts and gathering documentation on how such accounts are managed. As part of the image management, we have further improved a security framework and integrated access to the service via LDAP. The Pegasus group ran successfully a large workflow that recovered from resource failures based on power outages. Work continued on the development of the ViNe management services. Integration of perfSonar, Unicore, and Genesis II into the information services has started and continued.
Hardware and Network Team
· A vendor loaner system from cluster manufacturer ICC will be tested as a possible option for GPU virtualized  nodes to be brought into FutureGrid
· Bravo is available for production users.
· Systems at IU were unavailable for 45 minutes on 8/17 due to a UPS failure.
Training, Education and Outreach Team
The TEOS team has focused on adding content to the FutureGrid portal, interactions with XSEDE TEOS, and updates to appliance images.  

User Support Team
Continued discussion on proposal to switch hardware funds to user support.
Site Reports
University of Virginia
Continued work on XSEDE, Genesis II and Unicore 6

University of Southern California Information Sciences
Good progress with workflow and fault tolerance on FutureGrid.

University of Texas at Austin/Texas Advanced Computing Center 
Globus GRAM5 and GridFTP available on Alamo for internal testing. Portal and Hardware work.

University of Chicago/Argonne National Labs
The recent reporting period was devoted to maintenance tasks on the FG hotel resource as well as evaluation of the FG account process to streamline account provisioning for users. We also spent some time on preparation of the SC cloud tutorial as well as improvements of FG Nimbus tools.

University of Florida
The UF team performed maintenance on foxtrot, and worked on management service for ViNe.

San Diego Supercomputer Center at University of California San Diego
UCSD made two improvements to the Inca status pages, added storage documentation, and continues to collaborate with the IU GNOC on FutureGrid’s perfSONAR deployment.

University of Tennessee Knoxville
Brought up a local machine for vSphere4 testing and continued to pursue Infiniband software component upgrade for relevant FG machines so that we can test our PAPI IB tool on FG

Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
· Substantial committee discussion on Privileged Access with good progress but more work needed.
· Spending authorizations for all FutureGrid institutions finalized and approved by NSF:

	
	PY2
	PY3

	NSF FUNDS REQUEST:  $2,531,250
	2,025,000 
	506,250 

	Indiana
	545,053 
	127,552 

	Chicago
	367,307 
	94,536 

	San Diego
	241,442 
	61,991 

	Florida
	198,995 
	51,130 

	USC
	200,000 
	50,000 

	Texas
	214,686 
	55,282 

	Virginia
	115,850 
	30,342 

	Tennessee
	141,667 
	35,417 



· PY2 Q2 report being revised to include Science Highlights.  PY2 Q3 report in progress.  Annual report (in Fastlane) in progress

· Invoice processing for all partners.  Summary totals to date:

	
	PY1 Carryover
	PY2 Invoices thru
	PY2 Invoice Amt
	PY1 Remain
	# Months

	UC
	156,767
	Feb 2011
	139,801 
	16,966 
	0.7 

	UCSD
	102,814
	May 2011
	101,185 
	1,629 
	0.1 

	UF
	101,069
	Feb 2011
	48,362 
	52,707 
	6.3 

	USC
	45,229
	Dec 2010
	45,229 
	0
	0

	UT
	128,158
	Jun 2011
	88,390 
	39,768 
	5.6 

	UV
	57,918
	May 2011
	57,597 
	321
	0 

	UTK
	0
	None
	0
	0
	0



Software Team 
[bookmark: _GoBack]Lead: Gregor von Laszewski
ADMINISTRATION
Task Management
We do not have sufficient access privileges to upgrade the task management system. We give the recommendation to upgrade the system ASAP and move it to a server infrastructure that the FG systems team manages. The IU software team has already conducted tests with confluence, jira, and crowd. The later provides the ability to conduct SSO for our administrative services and even the portal. We suggest that in case of an upgrade all three services will be made available. We observed that confluence puts significant load on the machine and that 1Gbyte for a virtual machine was still too small. Crowd can also be integrated into mediawiki which also needs to be moved to a new server. As jira and our mediawiki server communicate frequently it may be of advantage to host them on the same server.
Additional report dashboards were created in jira to make monitoring of a selected number of subcomponents and development projects easier.  A screenshot of one of the projects is included below.
[image: ]
We closed many tickets and removed from our task folders the version “Phase I” in order to indicate that these folders are no longer need to be considered for Phase I. Any remaining task is supposed to be moved to a later Phase. We only noticed a few.
Furthermore, the IU software team has asked the systems team how to access the internal SVN to make it possible to more easily share the code we may not want to share with external groups.
Account Management
Based on the reports forwarded to the PI about a delay in granting HPC accounts and Eucalyptus accounts, Geoffrey Fox immediately asked do identify a software solution that would speed up the system account creation. Requirements for this task include: it can be quickly implemented, is secure, and does not provide large burden on the development  team in regards to implementation and deployment. As part of the identification of this problem we found that a limited number of only IU staff can create accounts and that the documentation to revile the process on the systems side is not accessible to other staff members to fully develop a technological solution. To address these two issues we have put forward a simple project to plan and identify how we technically can distribute the responsibility to more staff members through technical means, and to make sure that documentation is provided that allows us to automatize this process. Forward looking we also included tasks for integration of Eucalyptus, OpenStack, Nimbus, Genesis, and Unicore. The document was posted for comment for more than 8 days. During both of the biweekly calls we reminded the team to read the document and approach us quickly so we can improve the document and address concerns in an agile fashion while assuring that we quickly move forward. Yesterday, during this weeks phone call we got the first verbal feedback. There are different opinions on how to proceed and we have asked Geoffrey Fox to help in identifying a pathway forward. We sill believe that gathering and documenting the processes used to create HPC accounts ought to be conducted by the systems team even if technological different opinions exists. Fugang Wang posted a nice summary on the mailing list about the different possible solutions that are under discussion and what impact they have on development effort, security, and convenience for the user. Our recommendation to the systems team is to provide the requested documentation as it is independent from the pathway and must be conducted to fulfill our security requirements. As part of the current effort to gather how system accounts are created, the software team has already received feedback from all partners but not from IU.
[bookmark: Week_Aug_11][bookmark: What_have_you_done_in_regards_to_FG_soft]EXPERIMENT MANAGEMENT 
[bookmark: Experiment_Management_.28IU.C2.A0Gregor_]Experiment Management 
As part of the Experiment management IU improved the code responsible for secure access to the service allowing dynamic provisioning of bare metal images by the users (see next Section). The development team has finally obtained the permission to access our test cluster and also utilize sudo privileges.  This is an absolute essential for our software team as the development tasks require a significant amount of access to the system and services. This solved the issue of the IU software team, that we had no direct access to a development cluster similar to the setup of the india machine from Jun 13th  - August 19th, 2010. We anticipate that this access will accelerate our development tasks.
[bookmark: Experiment_Harness_.28TACC_Warren.29][bookmark: Image_Management_.28Creation.2C_Reposito]Image Management
During the last two weeks IU conducted code refactoring of the image management and image generation. The major changes include more properly separated services and client in the image generation and deployment, an LDAP based authentication layer which is integrated into the image repository rest interface and could be used as well in other related components, extensively use config file and manage them in one for server side and one for client side, investigating multi-thread support in the socket service side so multiple requests could be handled simultaneously. In addition,  IU  has improved the image deployment tool by moving all the functionality that needs "root" permissions to the server side. In this way, users with normal privileges can deploy images to xCAT via the authorization mechanism, based on LDAP. Through this interface, we can also control who can execute this service.  
FG SUPPORT SOFTWARE AND FG CLOUD SERVICES
[bookmark: Nimbus_.28John_Bresnahan.29]Nimbus
The Nimbus team has conducted the following activities:
· Investigation and maintenance of problems on sierra. 
· Team meetings discussing how Nimbus can best contribute to FG.
· Testing Eucalyptus cloud against cross platform tools
· Debugging usage stat information in the nimstat graphing tool
· SC tutorial preparation
· Account management related activities:
· Testing and researching the Nimbus account creating process
· Testing the Eucalyptus account management process. Issues with the time it takes to approve a Eucalyptus account were reported.
· Documenting Account process
The ISI team reported the following:
· Nimbus did not come back properly on SDSC after power-cycle. To restart it admin intervention was needed. 
· Nimbus does not let users create clusters on Alamo. I was able to obtain the VMs by looping single-VM requests (whatever makes it work). 
[bookmark: Eucalyptus_.28IU_Greg_P.29]Eucalyptus
[bookmark: OpenStack_.28IU_Greg_P.29]Issues in the duration of approving Eucalyptus accounts have been reported by UC. A bug in how email is created as part of the Eucalyptus account creation has been identified and verified by Greg Pike. We are not aware if a solution to this problem has been provided. However this task has been integrated into proposed activities to improve account management.
ISI prefers to use Nimbus over Eucalyptus at this time due to better reliability.
Gregor von Laszewski had two meetings with Steve Fitzgerald to discuss the use of Eucalyptus 3 and its timeline. We expected originally that we could access the code on August 15 and install, but some delay will probably push this back to the end of September. The unfortunate thing is that stability issues of our current deployment of Eucalyptus may make it more challenging to use Eucalyptus as part of classes. We probably need to recommend users with classes starting in the Fall and want to use Eucalyptus to consider using Nimbus and wait till the new version of Eucalyptus is installed.
[bookmark: Pegasus_.28ISI_Jens_V.C3.B6ckler.29]Pegasus
See USC report.
[bookmark: Inca_.28Shava.2C_UCSD.29]Inca
During the past few weeks, portability changes were made so that the Google Maps Inca status page can be viewed in Internet Explorer.  Also, a bug was fixed in the Inca reporter that collects partition information about machines so that it works with recent changes in pbsnodes data on India.  Work also began on developing Inca tests for Unicore. 
[bookmark: Unicore.2C_Genesis.2C_..._.28Michael.2C_]Unicore, Genesis
Gregor von Laszewski had a meeting with Michael Saravo from UV to discuss how to proceed in the account creation for Unicore and Genesis II.
We asked the question: “Can we create accounts for those services similar to how we create accounts for other services. E.g. When a user gets an account on FG he has immediate access to these services with out applying for a special account”. We have integrated this in our proposed account management activity.
[bookmark: OpenNebula_.28Javier_UV.29][bookmark: ViNe:_.28UF_Renato.2FMauricio.2FJose.29]ViNe: 
The UF team continued to work on the development of ViNe management services. The management services will hide configuration complexity from FutureGrid users, and enable connecting FutureGrid and non-FutureGrid resources without requiring overlay network expertise. The initial prototype has been set in a test environment for internal evaluation.
[bookmark: Accounting_System:_.28IU_Andrew.2C_Hyung][bookmark: Systems_Software_.28IU.C2.A0Greg_P.29]WEB SITE AND SUPPORT
[bookmark: Portal.C2.A0and_Web_Site_.28IU_Fugang.2C]Portal and Web Site
During the last two weeks the IU team has been working on defining an improved process to get users quickly access on the systems. We have worked on a documentation that elaborates the scope, technical solutions, tasks, and QA plans. Related to this, we have implemented the 'user' role auto-assignment based on portal account approval and the user's project affiliation, which could be used by the sysadmin group to identify all users that have met the criteria to have an account on FG resources. We have added an e-mail notification to the users of a project once this project is closed.
Furthermore, the IU team is helping Gary Miksik to identify the new project results from the last 2 quarters. 
[bookmark: Documentation_and_Support_.28ALL.29]Documentation and Support
A while back we have asked Jonathan Bolte to provide us with a document summarizing the discussions at TG 11 and documentation a plan on how to proceed with the KB and FutureGrid integration. We are waiting for that document. 
The software team at IU did not have any time to continue work on the comparative study of Eucalyptus and OpenStack.
PERFORMANCE 
[bookmark: Performance_Group_.28UCSD:.C2.A0Shava.29]Performance Group 
During the past few weeks, the GNOC continued to set up the perfSONAR machines at each of the FutureGrid sites; all machines are configured except for the UC machine, which should be added in the next week. Preliminary perfSONAR data can be viewed at http://go.iu.edu/3F7 and revealed high packet loss between Alamo and India that has recently been resolved.  UTK is working on final changes for a VHPC paper and had their results accepted by VMWare.  They are also looking at various performance counter patches to KVM. 

Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
· TACC has migrated to XSEDE and is now using that route to communicate to FutureGrid
· TeraGrid peering has been removed now that FutureGrid is peering with XSEDE
Compute & Storage Systems
· IU iDataPlex (india)
· RHEL6 is installed on 4 test nodes.
· Openstack is being deployed on a subset of cluster nodes.
· System operational for production users.
· IU Cray (xray)
· System stable since DIMM replacement and CPU swap.
· System operational for production users
· IU HP (Bravo)
· Bravo is a cluster of 16 large memory (192GB) and large local storage (12TB) and will be integrated into the FutureGrid environment and into the scheduler for India.
· The Infiniband performance has been lower than expected in early testing
· Bravo is available for production users as of August 18.
· SDSC iDataPlex (sierra)
· Drive replacement scheduled for August maintenance.
· System operational for production users.
· UC iDataPlex (hotel)
· Deployment plan for Genesis II in progress.
· System operational for production users.
· UF iDataPlex (foxtrot)
· System operational for production users.
· Dell system at TACC (alamo)
· Networking staff working on an asymmetric routing issue to FG resources 
· New Torque pam modules and cleanup scripts shared from UC being tested.
· User account create script updated, authentication wasn’t working via SSH keys from the portal due to an erroneous carriage return
· System operational for production users.
Training, Education and Outreach Team
Lead: Renato Figueiredo
· FG partners have updated content to a page which provides information about the different storage resources available on FutureGrid, and how these can be used for key middleware stacks in use by FG (HPC, IaaS, Map/Reduce). The page (not yet public) can be accessed and updated at:https://portal.futuregrid.org/using/storage
· FutureGrid has been scheduled to give a presentation at the Campus Champions monthly conference call on Sept 19th. This will be a 30-minute presentation with time for questions and answers. Renato Figueiredo is coordinating this presentation.
· Grid appliance images have been updated to a new version on india and Alamo.

User Support Team
Lead: Jonathan Bolte
FutureGrid Knowledgebase
0    new document 
0    revised documents
FutureGrid Portal : 5  pages reviewed and/or revised in the FG Portal
Tickets
Lead: Greg Pike

Tickets (past 2 weeks):
32 new tickets created
35 tickets resolved

Currently:
121 tickets total (30 + 91)
71 new tickets (19 + 52)
47 open tickets (12 + 35)
4 stalled tickets (0 + 4)
65 unowned tickets (13 + 52)

The numbers in parenthesis are (new system + old system).

The 65 unowned tickets may be a little deceiving.  This include 10 ticketsthat were assigned to specific queues (like Nimbus), but not opened by anyone.  The first action has been taken (assigning them to the responsible team), so they're not just "hanging" out there.

Site Reports
University of Virginia
Lead: Andrew Grimshaw

Management
Participated in teleconferences regarding both root privilege on FutureGrid resources as well as how best to support XSEDE testing on FutureGrid.

FutureGrid Endpoints
Genesis II: During the week of August 8th a Genesis II endpoint was brought up and successfully tested on Alamo.
Cross Campus Grids: During the weeks ending August 8, 2011 and August 15, 2011 approximately 16,000 and 17,000 CPU hours were Cross Campus Grid resources. The bulk of those were consumed from FutureGrid.
UNICORE 6: Supported work of Shava Smallen accessing U6 endpoints.

University of Southern California Information Sciences
Lead: Ewa Deelman
· USC continued to participate in the conference calls for FG OCMC, FG SW, and FG Performance.
· In the performance group, we decided on a trial installation of Jens’s monitoring code on the inca.futuregrid.org machine. 
· USC ran the full Kepler periodograms computations on 3 different cloud- and grid computing frameworks, including FutureGrid, to expand on the Experiences Using Cloud Computing for A Scientific Workflow Application paper. To maintain quality, we decided to decline the current journal invitation and target the Cloud Journal for publication instead.
· As a highlight coming out of our experiments, we would like to show the following figure of idle versus running jobs, executing on 254 FutureGrid cores provisioned in 127 Nimbus VMs from the sites sierra, hotel, foxtrot and alamo: 
[image: jens-run3]
A good four hours into the workflow, SDSC (sierra) experienced a campus-wide power loss. The Pegasus WMS was able to deal properly with the suddenly disappearing sub-set of resources, as seen by the step in the above figure, and still compute all results without workflow failure nor user intervention. 
University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Highlights:
· Globus GRAM5 and GridFTP available on Alamo for internal testing.
Dell cluster:
· Networking staff is pursuing a routing issue that is causing asymmetric routing to FutureGrid resources. Problem identified and work is in progress to resolve the issue.
· Resolved a routing issue between Alamo and India.
· Testing Torque/PAM module and epilogue/prologue scripts for next maintenance.
· Problem with user creation script resolved. A user’s authorized_keys file was getting corrupted because of a carriage return contained in an ssh key.
Experiment harness:
· No significant progress.
FutureGrid user portal:
· Continued discussion about giving root-level access on FutureGrid portal systems to TACC portal developers.
· Portal development system is now in use.
· Several updates to the portal including:
· Updated which tickets are displayed in the help interface and how they are organized.
· Installed a Drupal module that can export views data to Excel.
User support:
· No significant progress

University of Chicago/Argonne National Labs
Lead: Kate Keahey

The recent reporting period was devoted to maintenance tasks on the FG hotel resource as well as evaluation of the FG account process to streamline account provisioning for users. We also spent some time on preparation of the SC cloud tutorial as well as improvements of FG Nimbus tools. In particular, we focused on the following activities:

· Debugging usage stat information in the nimstat graphing tool
· Testing and evaluating the Nimbus account creating process on FG with the objective to facilitate adoption; understanding and comparing the Eucalyptus account management process; formulating ideas for streamlining
· SC tutorial preparation
· Team meetings discussing how Nimbus can best controbute to FG
· Testing Nimbus cross-plaform tools against Eucalyptus clouds to improve coverage of FG clouds	
· Monthly maintenance for standard OS updates: updated to newest Moab, installed/updated /soft installations of Java, Python, Hadoop, myHadoop, Globus Toolkit, SZip, and HDF5
· Worked to get Nimbus updated to latest release
· Updated enclosure and controller firmware of DDN to fix a missing disk issue
· Updated nagios configs for better notifications and coverage of services
· Updated storage documentation on FG portal

University of Florida
Lead: Jose Fortes
· A full restart of foxtrot was performed due to building electrical power maintenance, which made the cluster without power on 08/13.
· The UF team continued to work on the development of ViNe management services. The management services will hide configuration complexity from FutureGrid users, and enable connecting FutureGrid and non-FutureGrid resources without requiring overlay network expertise. The initial prototype has been set in a test environment for internal evaluation.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen
During the past two weeks, UCSD made two improvements in the Inca status pages to make the Google status page viewable in Internet Explorer and to view machine partition information correctly on India.  UCSD also continues to collaborate with the UVA team to develop some Inca tests for Unicore.  Documentation contributions for MyHadoop and Sierra were also made on a new TEOS informational page about FutureGrid storage.  UCSD also continues to lead the performance group activities.  A group call was led on Aug 10th and UCSD continues to coordinate with the IU GNOC team about the perfSONAR deployment as described further in the Software section of this report.
University of Tennessee Knoxville
Lead: Jack Dongarra

Just recently, we have received a vSphere 4 license and we started installation on one of our multicore systems. This will enable us to start tests right away. Unfortunately, vSphere 5 is the first upgrade that will increase the virtual core count from a measly 8 to 32. But we have decided it's better to get early experience with version 4 and so will work with the smaller number of virtual cores. 
We continue to pursue an upgrade to the InfiniBand OFED component on Future Grid machines so that we can test our PAPI-InfiniBand component on those systems. We’ve been seeking this upgrade since late May, so it’s apparently a difficult upgrade to make. One challenge seems to be that the ibumad library needs write access to the IB ports and that’s a restricted capability. We’re trying to confirm with the FG team whether and why that is the case. We have suggested a temporary workaround: Create a new unix group with the appropriate permissions to the IB ports. That would make it easy to add and also easy to delete this capability. It's not an ideal solution, but, if it is deemed reasonable by the FG team, at least it should give us the access we need to proceed with our tests of the PAPI IB component on the FG machines.

Other Sites not reported
Center for Information Services and GWT-TUD from Technische Universtität Dresden and Purdue University (unfunded)
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