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Introduction
This report is the sixtieth for the project and now continues with status of each team/committee and the collaborating sites. 
Summary
Operations and Change Management Committee
No Operations Committee meeting in this biweekly cycle.  Partner invoice processing on-going.
Software Team (includes Performance and Systems Management Teams)
A feature was introduced to semi-automatically gather biweekly report components from Jira. Currently we test this feature on a test server. For Eucalyptus account management we have added the ability to browse by date. Nimbus 2.9 has been released. In OpenStack we found a limitation that we can circumvent to scale beyond 64 VMs in our deployment. OpenStack will need to be reinstalled in order to address our scalability issues. Inca exposes now usage data for OpenStack based on snapshots. We completed the initial version of our PAPI component for measuring IO in virtual environments and have been testing it. The team has worked on testing of a new version of ViNe on FutureGrid, on preparations of a ViNe tutorial.
Hardware and Network Team
· GPU Cluster, delta, in initial testing
· RHEL 6 being widely tested at IU, TACC, UC, and SDSC for deployment. TACC has ordered a new management server to facilitate the upgrade to CentOS 6.
· Remaining GPFS file systems have been rebuilt at UC for an increase in performance.
· Staggered maintenance days for Nimbus enabled clusters are being explored for higher availability of resources for the project as a whole. Shared storage for Nimbus VMs is required to enable that functionality and is currently being discussed.
Training, Education and Outreach Team (includes user support)
TEOS team activities have focused on strengthening various organization procedures, initial shaping of user survey, revamping social media and the FutureGrid portal front page.
Knowledgebase Team
Current Knowledgebase item total is 98
Site Reports
University of Virginia
Substantial XSEDE, Unicore 6 and GFFS activity.
University of Southern California Information Sciences
USC and TACC teamed up to design a bare-metal prototype installation of Pegasus and dependent tools on the alamo site.
University of Texas at Austin/Texas Advanced Computing Center 
Work on Portal, Outreach, alamo cluster and the FutureGrid portal

University of Chicago/Argonne National Labs
Chicago was busy this reporting period working on a broad variety of FutureGrid tasks. On the infrastructure front, Chicago produced another Nimbus release and continued activities on higher-level cloud access tools. Considerable amount of time was spent on working on developing a report on experimental Computer Science succeeding the SC11 workshop. Chicago also participated in various user support and outreach activities.

University of Florida
The UF team fixed a problem related to EC2 interfaces to Nimbus at Foxtrot. The team has worked on testing of a new version of ViNe on FutureGrid, on preparations of a ViNe tutorial, and reaching out to potential users. Fortes chaired the operations committee, and Figueiredo chaired the TEOS team.

San Diego Supercomputer Center at University of California San Diego
UCSD deployed new Inca Ganglia tests, completed a revision to the Inca test description pages, and developed and deployed a Netlogger probe to collect usage information from the Openstack deployment on India.

University of Tennessee Knoxville
We completed the initial version of our PAPI component for measuring IO in virtual environments and have been testing it.

Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
· There was no Operations Committee call during this reporting cycle.  We will resume our calls for the next cycle.  Current agenda thus far for the upcoming meeting is:
· Maintenance Day – leave as is or stagger?
· FutureGrid and IPv6

· [bookmark: _GoBack]Financials. Partner Invoice Processing to Date
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We will be adding a line for the Indiana (IU) expenditures on the next report.  

Software Team 
Lead: Gregor von Laszewski
ADMINISTRATION (FG-907 - IU Gregor von Laszewski) 
1) We have started to use breeze to display the meeting agenda and items part of the discussion to our remote partners. Our link will be 
http://breeze.iu.edu/fg-software/

2) We have devised a mechanism to semi-automatically generate the biweekly software report from updates posted to jira.

3) Security updates were applied to jira and confluence. A misconfiguration about permission problems was resolved.

4) We filed a task to improve our Ganglia deployments.
Defining Activities (FG-1223 - Gregor von Laszewski) 

USC overhauled the JIRA tasks proposing an alternative tree of tasks. The existing WBS tasks need to be merged with or integrated into the new tasks with help from IU. The performance group has updated many of their issues.
Over the last 14 days the following activities took place in jira 
* 60 new issues were created in all of FutureGrid 
* 214 tasks were updated 
* 37 issues were resolved
[bookmark: HPC_SERVICES]HPC SERVICES 
[bookmark: ScaleMP_Service_.28FG-934_IU_Greg_Pike.2][bookmark: Unicore_.28FG-927.29_and_Genesis_.28FG-9]Unicore (FG-927) and Genesis (FG-933) (Michael Saravo UV) 
See site report.
[bookmark: Virtualized_Globus_.28FG-1158_-_IU_Andre]Virtualized Globus (FG-1158 - IU Andrew Younge) 
Shantenu Jha requested an update on this activity. von Laszewski will have a meeting Dr. Jha next Monday to discuss further.
[bookmark: HPC_Globus_.28FG-1235_-_TACC_Warren_Smit]HPC Globus (FG-1235 - TACC Warren Smith) 
LDAP schema additions have been defined by Ti Legett. It adds an auxiliary objectClass named gridAccount that may define an attribute named gridDN. 
[bookmark: EXPERIMENT.C2.A0MANAGEMENT]EXPERIMENT MANAGEMENT 
[bookmark: Experiment_Management_.28Warren_Smith.2C][bookmark: Integration_of_Pegasus_into_Experiment_M]Integration of Pegasus into Experiment Management (FG-412 - ISI Jens Vöckler) 
To facilitate the bare-metal installation and availability of Pegasus components, we decided to use TACC as prototyping site. The TACC Globus prototype works, and we are waiting on Ti to see, how the FG-wide integration proceeds. As for Condor, we decided to either use the NMI packaging or the repackaged version that TeraGrid/XSEDE use. However, with the cluster-wide OS upgrade planned for the March service interval, we decided to defer active installations. Jens will update the FG Wiki with Pegasus installation information for the 3.1 release.
For the Pegasus tutorial, USC added tutorial VMs to the Eucalyptus platforms india and sierra. At this point, the Nimbus site alamo and OpenStack india are the only platforms without a current tutorial VM.
[bookmark: Experiment_management_with_support_of_Ex]Experiment management with support of Experiment Harness (FG-906 - TACC Warren Smith) 
In the Experiment Management calls between TACC/Warren and USC/Jens, we discussed how to best record apparatus events and the impact on repeatability.
[bookmark: Image_Management_.28FG-899_-_Creation.2C]Image Management (FG-899 - Creation, Repository, Provisioning - IU Javier Diaz) 
1) We are drafting a paper summarizing some of our results.
2) We have performed a new experiment with OpenStack. This time we have instantiated VMs one by one in a 5 seconds interval. With this process we were able to boot up to 82 VMs with no problems.Therefore, it seems that the scalability problems that we detected only happens when we submit simultaneous VM instantiation requests. Scalability was not possible in the current deployed version of OpenStack as it depends on pulic available IP adresses. This limitation can be overcome in two ways a) redeploy OpenStack while only using internal IP's b) increase the number of the available IPs. Once we have Diablo deployed we will try the same experiment using only private IPs so we can instantiate more VMs.

3) We have been working in creating images for Nimbus. Currently we can deploy CentOS images.

4) von Laszewski worked with the team to identify the purchase of three machines that simplify the development of image management tools. Under discussion are 3 R710 with X5660 and 2 * 15 K 600GB drives.

[bookmark: ACCOUNTING]ACCOUNTING 
[bookmark: Accounting_for_HPC_.28FG-1081_-_IU_Allen]Accounting for HPC (FG-1081 - IU Allen Streib) 
HPC Group management is as part of this tasked is being worked on.
[bookmark: Accounting_for_Clouds_.28FG-1301_-_IU_Hy]Accounting for Clouds (FG-1301 - IU Hyungro Lee) 
The Eucalyptus accounting code has been uploaded to github. The problem of not being able to properly match the portal/UNIX/Eucalyptus account names has been traced back towards a lack of enforcement of the user creation policy that allows users to be created in Eucalyptus with the same name as the Unix account name. Furthermore only those that are in active projects can obtain an account. We gave the systems team via Sharif Isalm to document this and to re-distribute the existing policy among its members. Looking up system activities by time has been added to the code.
[bookmark: Account_Metrics_.28FG-1377_-_Gregor_von_][image: ccounting3.png]
[bookmark: FG_SUPPORT.C2.A0SOFTWARE.C2.A0AND.C2.A0F]FG SUPPORT SOFTWARE AND FG CLOUD SERVICES 
[bookmark: Nimbus_.28FG-842_-_John_Bresnahan.29]Nimbus (FG-842 - John Bresnahan) 
1. Nimbus 2.9 has been installed on hotel.

2. A considerable amount of discussions took place on the software call in regards to improvements to FutureGrid. This included management of tasks, management of images (e.g. how can one use virtual box /qcow images in Nimbus), issues about default files in /root, missing defaults for ssh files as one finds in Eucalyptus and OpenStack. We asked for clarification on these issues by the Eucalyptus team.

3. qcow is not supported in Nimbus. There may be a benefit that is should.
[bookmark: Eucalyptus_.28FG-1429_-_IU_Sharif_Islam.]Eucalyptus (FG-1429 - IU Sharif Islam) 
1. Lots of students are signing up this week for Spring 2012 B534 course at Indiana University.
2. The issue with the emi-DBC4106B image was resolved. The imaged failed to boot as a m1.small instance (root disk size 5GB). However, m1.medium and m1.large type worked. The reason it failed to boot as m1.small is because even though the size of the root disk was 4.9GB, once the space for the ramdisk is added, it went over the disk space limit set for m1.small. I mentioned to the eucalyptus support that the error messages in the log weren't that helpful to isolate this issue. 
3. Usage: As of Thu, Jan 26, 11:20 EST, we have 8 users and 39 instances running.
[bookmark: OpenStack_.28FG-1203_IU_-_Sharif_Islam.2]OpenStack (FG-1203 IU - Sharif Islam) 
1. We are testing on our desktop cluster new ways to configure OpenSatck with nova+swift configuration (instead of saving the nova images and instances in local folders, it will be saved as an object in swift). We made progress on getting both CentOs and Ubuntu images running on this setup.

2. Usage (Cactus). 1 user, 3 instances.
[bookmark: Inca_.28FG-877_-_Shava_Smallen.2C_UCSD.2]Inca (FG-877 - Shava Smallen, UCSD) 
We resolved some system issues with our monitoring server VM, inca.futuregrid.org, after it was migrated to a new infrastructure at IU in the previous week. We also completed a revision to our test description pages so that the configuration information is displayed in a more readable manner and also shows the date that a test was deployed and the time that it last executed. The columns displaying the information can be customized as well. This will make it easier to do reporting and the information is can be exported as a CSV document so that it can be appended to a report as an Excel document if desired. Finally, we deployed a number of new Ganglia tests to better detect when there are problems gathering data from the gmetad servers from each machine. 
[bookmark: ViNe:_.28FG-140_-_UF_Renato_F._Mauricio_]ViNe: (FG-140 - UF Renato F. Mauricio T. Jose Fortes) 
[bookmark: Virtual_Appliance:_.28FG-171_-_UF_Renato]With respect to development of capabilities addressing FG-specific needs, UF is currently testing the new version of ViNe with management extensions. During tests minor bugs have been detected and fixed. In order to start testing the new version of ViNe on foxtrot and sierra, a minor physical network configuration issue needs to be solved by the UF networking services.
With respect to outreach, a researcher working on inter-cloud systems from Hokkaido University, Japan contacted us with interest using ViNe. We have introduced FG to the researcher.
With respect to resources for education, training and user support, a tutorial connecting VMs on most FG clouds using the new version of ViNe is being prepared. The tutorial will be made available once a stable version of ViNe is released.
PLATFORMS 
[bookmark: SAGA_.28FG-1159_-_IU_-_Gregor_von_Laszew]SAGA (FG-1159 - IU - Gregor von Laszewski) 
A meeting with the SAGA group has been set up for Monday, Feb. 4th, 2012
[bookmark: WEB.C2.A0SITE_AND.C2.A0SUPPORT]WEB SITE AND SUPPORT 
[bookmark: Portal.C2.A0and_Web_Site_.28FG-77.2C_FG-]Portal and Web Site (FG-77, FG-1179 - IU Fugang Wang, Mathew Hanlon (TACC), Gregor von Laszewski)  
1) We updated the "Approve users" page to include projects submitted/joined in the table and are testing it on the development server.
2) We are working on adding the Knowledge base results in to the Drupal search page as well. (hook_search) Also want to add a "Comment" feature that will send an email to IUKB.
3) We are adding "Supporting authors" CCK field to book pages. 
[bookmark: Integration_into_XSEDE_Portal_.28FG-1376]Integration into XSEDE Portal (FG-1376 - Gregor von Laszewski IU, Matthew Hanlon TACC, Fugang Wang IU) 
The first step for this is to set up services that can be consumed by XSEDE, for example outage information and FG cloud/resource information. This can be done in the relatively short term and will get FG integrated into the XSEDE resource monitor https://portal.xsede.org/resource-monitor

There is already discussion about implementing a single-signon or identity delegation framework (shibboleth, CROWD, etc.) for FG. As this develops and once this is in place, we can look at what is necessary to be able to leverage this in order to bring in users from XSEDE via, for example, the XSEDE user portal.
[bookmark: KnowledgeBase.C2.A0_.28FG-1222_-_Jonatha]KnowledgeBase  (FG-1222 - Jonathan Bolte IU) 
1) Meeting with Barbara O'Leary reviewing process and documentation in the Portal
2) Initiate analysis for FKB use during the month of January
3) Continued effort to get Knowledge Commons for FutureGrid use 
4) Created proposal for tutorial review workflow at https://wiki.futuregrid.org/index.php/Tutorial_Review_workflow_proposal

Next Plan: meeting schedule to resolve authentication for FG to the Knowledge Commons 
[bookmark: PERFORMANCE_.28UCSD_Shava_Smallen.29]PERFORMANCE (UCSD Shava Smallen) 
We deployed a Netlogger probe to collect the number of active VMs and number of active users for the Openstack deployment on India. This information is already being collected for the FutureGrid Eucalyptus and Nimbus deployments. The openstack graphs are available at https://portal.futuregrid.org/monitoring/cloud and some examples are included below: 
[image: ova1.jpg]
[image: ova2.jpg]
Also, we worked this week with the Systems team to do some cleanup of the Ganglia deployments. The Ganglia gmetad server running on India was having a problem that also affected the gmetad server running on main Ganglia server, ganglia.futuregrid.org. The configuration was tweaked slightly and the services were restarted so that data is once again showing correctly at http://ganglia.futuregrid.org. New Inca tests were also deployed to better detect when this type of problem occurs again. We also added a documentation page to the wiki describing the current setup on FutureGrid at: 
https://wiki.futuregrid.org/index.php/Docs/Performance/GangliaAdmin 
[bookmark: Vampir_.28FG-955_-_Thomas_Williams.29]Vampir (FG-955 - Thomas Williams)
We have completed a build of OpenMPI 1.5.4, which includes VampirTrace 5.8.4, on the Redhat 6 test nodes and verified that it works. The OpenMPI build was also configurated with an installation of PAPI 2.4.0 as well. These installs will get pushed over to the Bravo nodes once we get the module files setup.
[bookmark: PAPI_.28FG-957_-_Piotr_Luszczek_.28UTK.2]PAPI (FG-957 - Piotr Luszczek (UTK)) 
[bookmark: perfSonar_.28FG-1094_-_Shava_Smallen_SDS]We have completed work on a releasable version of a PAPI component for measuring IO performance at application level in virtual environments. The current version of Application I/O in PAPI (appio), which will be included in the next release of PAPI, supports only VMWare. In its current forms, appio has the following features:
Intercept read, write, fread and fwrite
Supported events: READ_BYTES, READ_CALLS, READ_ERR, READ_SHORT, READ_EOF, READ_BLOCK_SIZE, READ_USEC, WRITE_BYTES, WRITE_CALLS, WRITE_ERR, WRITE_SHORT, WRITE_BLOCK_SIZE,  WRITE_USEC
Works for 32-bit and 64-bit Linux
Threads-safe (but no aggregation across threads)
We have been testing of the appio component against a standard IO benchmark, comparing IO performance in virtual environments with performance on bare metal; we plan present these results in future reports. The VMWare component for PAPI will be included in the 4.2.1 release scheduled for the end of this month.
perfSonar (FG-1094 - Shava Smallen SDSC) 
During the past few weeks, we have consulted with FutureGrid user Martin Swany, who has been doing experiments with the network impairment device. His group also has a need for 10G capabilities in the perfSONAR measurement machines, something we had already begun to price out to be similar to the XSEDE perfSONAR installation currently being set up. 

UNIX Group Creation
After consultation with the systems team about their usage of UNIX groups and the relationship to their use of LDAP they communicated back that they do not distinguish between projects and other UNIX groups. To provide such a distinction, the software team will implement the proposed standard naming scheme we identified as part of our design and define <groupname> ::= "fg" . <number> and <number> ::= [0..9]+. The script to populate these groups in LDAP in progress of being deployed. 

Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
Compute & Storage Systems
· IU Data Capacitor Storage
· A proposal is in progress to refresh the Data Capacitor hardware and expand the available storage. As part of this plan we will explore increasing the network capacity between FutureGrid systems at IU and the Data Capacitor. Increasing this connection requires an upgrade to IU’s core research network hardware that is also part of the same proposal. Additional 10 Gb line cards will be required as well as additional edge switches.
· IU iDataPlex (india)
· RHEL6 testing on 4 nodes is progressing well with no user issues yet.
· New storage array is in production and provide a 2x increase in space for user home directories and project space. The storage frontend has hung twice, hot spare in use and has been stable.
· Openstack is working fine in two small test instances, update to Diablo release is on hold waiting on resources.
· System operational for production users.
· IU Cray (xray)
· No issues during this period.
· New software release available (danub, SLES 11 based).
· System operational for production HPC users
· IU HP (bravo)
· Swift test implementation is available on bravo
· 50% of the system being used for testing with network impairment device, HDFS available on the remaining systems.
· Bravo is a cluster of 16 large-memory (192GB) nodes each with large local storage (12TB) and has been released to general users.
· System operational for production users
· IU GPU System (delta)
· 1 node available for testing, remainder waiting on IB cables & new rails
· 8 nodes currently, 8 more awaiting purchase order.
· System operational for early users
· SDSC iDataPlex (sierra)
· System operational for production Eucalyptus, Nimbus, and HPC users.
· UC iDataPlex (hotel)
· Deployment plan for Genesis II in progress, waiting on feedback from the Genesis team at UVA.
· RHEL6 is in initial testing.
· GPFS home, software, and image file systems have been rebuilt on the cluster during an extended maintenance resulting in a 7.5x increase in write performance (550MB/s) and a 4x improvement in read performance (900MB/s). 
· System operational for production Nimbus and HPC users.
· UF iDataPlex (foxtrot)
· No issues during this period.
· System operational for production Nimbus users.
· Dell system at TACC (alamo)
· Planning for RHEL6 or CentOS upgrade, cluster management upgrade will be required as well.
· A new management system has been installed and will be installed with the new bright cluster management suite in parallel to allow an upgrade to CentOS 6.
· 5 nodes are provisioned for XSEDE TIS testing with SGE & Torque using the same headnode.
· System operational for production Nimbus and HPC users.
· All system outages are posted at https://portal.futuregrid.org/outages_all

Training, Education and Outreach Team (includes user support)
Lead: Renato Figueiredo

The team has strengthened various organizational procedures. In JIRA, implemented a TEOS component within the SUPPORT project, and created activities and tasks. The FG Wiki is being utilized increasingly to organize materials and structures for:   Conference List (to support tracking of outreach and training opportunities), Educational Outreach, Tutorial with an emphasis on review of existing tutorials, and FG User Survey. Also implemented TEOS meeting agenda to facilitate gathering of agenda items for weekly conference calls. Created section of the Wiki for gathering of items for TEOS Bi-Weekly reports.

FG User Survey: Researched survey strategies and Survey Monkey technology.  Gathered information and ideas from recent conference calls and meetings.  Began shaping the survey.

Revamping social media and RSS feeds: A Facebook page has been created - https://www.facebook.com/pages/FutureGrid/334463263254672 - and started sharing content; the page has had 25 Likes so far. 

A previously dormant Twitter account has been activated - https://twitter.com/#!/futuregrid - and we started sharing content.  FOLLOWED 150+ Twitter Accounts (cloud, grid, HPC, domain science, science journalism, and other individual and organizational accounts) to begin relationship building. 23 FOLLOWERS so far, with minimal overlap between FaceBook and Twitter users.

We made plans to strengthen our RSS feed organization and presentation on the FG portal.  Discussed possibilities of making FG expert content available through RSS feeds as resources to other organizations and communitiies (e.g. XSEDE, etc).

FG Portal Front Page revamp:  Design work underway following up on TEOS discussions, and conversations with others on the FG team.

XSEDE:  Explored ways to clarify and strengthen engagement with XSEDE.

KB and Content Editing:  Met with KB personnel to get clearer about their processes and how we can work together to streamline the process of evaluating and improving the quality of FG content on the portal and in the KB.   Began review of KB articles for currency and accuracy in relation to outreach efforts.    Participated in discussions to help streamline the Tutorial Review process now and in the future.

Knowledgebase Team
Lead: Jonathan Bolte, Chuck Aikman

Active document repository increase by = 6
Documents modified = 9
Portal documents edited = 4

Current Total 'live' FG KB documents: 98 
Target as of 7/1/2012: 175
Difference between current and target: 77
Number of KB documents that must be completed per week between now and 7/1/2012 to hit target: (77/21) 3-4
Current number of documents in draft status within KB workflow: 37

List all of the current Knowledgebase document titles
On FutureGrid, what is Eucalyptus, how do I request an account, and where can I find a tutorial? What is Eucalyptus, how do I request an account, and where can I find a tutorial? 
Mailing list for FutureGrid network notifications 
Where can I find the FutureGrid User Manual? Where is the FutureGrid User Manual? 
What is the Service Aggregated Linked Sequential Activities (SALSA) project? 
Where can I find instructions for using the Futuregrid Genesis II endpoints as a client? 
On FutureGrid, what is Sierra (UCSD)? What is Sierra (UCSD)? 
On FutureGrid, what is Xray (IU)? What is Xray (IU)? 
How does one get edit access to the FutureGrid portal (Drupal)? 
For FutureGrid, what committees are set up? 
How can I add pages to the user manual, or to another book on the FutureGrid Portal? 
How do I search the FutureGrid Portal? 
What are SSH and SSH2? SSH and SSH2 SSH and SSH2 SSH and SSH2 
How can I view real-time network activity on FutureGrid? 
How do I find information about outages and scheduled maintenance windows for the FutureGrid network? 
About the FutureGrid WAN 
How can I view the current operational status of FutureGrid software and services? 
What compute and storage resources are part of FutureGrid, and where can I view information about their availability? 
On FutureGrid, how do I submit a job to the Cray XT5m (Xray)? How do I submit a job to the Cray XT5m (Xray)? 
How do I contribute to the FutureGrid Knowledge Base? 
How do I create a ticket for FutureGrid support? 
How should I acknowledge the FutureGrid in my published work? 
On the FutureGrid, can I request space on IU HPSS? Can I request space on IU HPSS? 
Account information for FutureGrid 
About the European Middleware Initiative and FutureGrid 
Where can I find tutorials about technologies used on FutureGrid? 
In Unix, what is the shell? 
How can I report an outage on FutureGrid? 
On FutureGrid, how do I get a Nimbus or HPC account? How do I get a Nimbus or HPC account? 
Where can I find FutureGrid system configuration information? 
Where can I find FutureGrid cluster monitoring information? 
Where can I find FutureGrid cloud status information? 
Project information for FutureGrid 
Where can I find Nimbus usage reports on FutureGrid? 
In the FutureGrid Portal, how do I update my profile information? 
What FutureGrid mailing lists are available, and how do I use them? 
Where can I find information about using IaaS clouds on FutureGrid? 
Where can I find guidelines on upgrading Nimbus from 2.7 to 2.8 on FutureGrid sites? 
What is MapReduce, and where can I find information about using it on FutureGrid? 
Where can I find reports submitted to the NSF and archived presentations for the FutureGrid project? 
Where can I find a listing of FutureGrid staff? 
Where can I find archived presentations about FutureGrid? 
How do I contact FutureGrid? 
Are there any RSS feeds available for FutureGrid news? 
What is Inca? 
What is Hadoop, and where can I find information about using it on FutureGrid? 
On FutureGrid, what is Nimbus, how do I request an account, and where can I find tutorials? What is Nimbus, how do I request an account, and where can I find tutorials? 
How do I upgrade Nimbus on a FutureGrid cluster? 
What is Twister, and where can I find information about using it on FutureGrid? 
How can I execute the FutureGrid shell, and what commands can I use there? 
FutureGrid Help & Support: Accessing FutureGrid resources Help & Support: Accessing resources 
In FutureGrid, how can I generate and deploy images, and interact with the image repository? How can I generate and deploy images, and interact with the image repository? 
About Unicore 
How can I manage FutureGrid software stacks? 
How can I dynamically deploy a FutureGrid software environment and stack using Rain? 
How do I generate an SSH key for FutureGrid access? For FutureGrid access, how do I generate an SSH key? 
In FutureGrid, how do I close a project? How do I close a project? 
What is electronic protected health information (ePHI)? 
How can I find the performance histories of virtual machine instantiations on FutureGrid resources? 
What is the IU Research Gateway? 
Who is eligible for a FutureGrid allocation? 
Where can I find educational materials about FutureGrid? 
On FutureGrid, how do I log into a system via Torque/Moab? How do I log into a system via Torque/Moab? 
How can I get accounts on FutureGrid resources? 
What are virtual appliances, and what ones are available on FutureGrid? 
For FutureGrid, how can I request a network impairment? How can I request a network impairment? 
What is ViNe, and where can I find information about using it on FutureGrid? 
What is the FutureGrid wiki and how can I get edit access to it? 
Where can I find instructions for creating and registering a virtual appliance on FutureGrid? 
Where can I find instructions for reusing an existing virtual appliance on FutureGrid? 
What are the regularly scheduled maintenance activities on FutureGrid machines? 
What is FutureGrid? 
How do I contribute educational materials to the FutureGrid Portal? 
What is the FutureGrid Portal, and how do I create an account? 
What is a science gateway, and is it related to portals? 
How do I get started using FutureGrid? 
On FutureGrid, what is OpenStack, how do I request an account, and where can I find tutorials? What is OpenStack, how do I request an account, and where can I find tutorials? 
On FutureGrid, how do I launch a virtual machine with one command? How do I launch a virtual machine with one command? 
About Genesis II on XSEDE and FutureGrid About Genesis II About Genesis II 
On FutureGrid, what is India (IU)? What is India (IU)? 
In the FutureGrid portal, how can I keep my browser from logging me in with my OpenID? 
Where can I find queue information for FutureGrid compute resources? 
Where can I find benchmark and performance test results for FutureGrid resources? 
As an instructor, how do I get FutureGrid accounts for my students? 
Which cloud services are available on FutureGrid? 
What are the login nodes for FutureGrid HPC resources? 
Where can I find information about using TORQUE to manage jobs on FutureGrid HPC resources? 
Where can I find information about projects on the FutureGrid? 
Where can I find information about FutureGrid job openings? 
Does the FutureGrid have any virtualized GPU systems? 
On FutureGrid, what is Moab? What is Moab? 
As a student, how do I get added to my instructor's FutureGrid project? 
In Unix, where can I get information on differences between the various shells? 
What are my responsibilities as a FutureGrid user? 
How do I reset my FutureGrid Portal password, or request a new one? 
How do I upload a portrait to my FutureGrid Portal profile? 
What is NetLogger, and where can I find information about using it on the FutureGrid? 
KB web services: Using REST 
KB web services: Getting documents 

Tickets
Lead: Greg Pike

New Ticket Activity (past 2 weeks):
34 tickets created
40 tickets resolved

Current Totals:
54 tickets total
20 new tickets
32 open tickets
2 stalled tickets
19 unowned tickets
Site Reports
University of Virginia
Lead: Andrew Grimshaw
Virginia staff worked extensively with UNICORE 6 staff to bring their latest, XSEDE-specific, version of UNICORE 6, up on X-Ray and other resources in support of the final round of testing for increment 1.
PSC staff then performed Execution Management Services Testing on XSEDE resources including X-Ray, Alamo, and Sierra.
Virginia staff performed second round, pre-SD&I GFFS testing on FutureGrid resources including, India, Sierra, and Alamo.
Next week XSEDE staff will perform GFFS testing on Alamo, Sierra, and X-Ray.
University of Southern California Information Sciences
Lead: Ewa Deelman
USC continued to participate in the conference calls for FG Software, FG AHM, FG Performance, and FG TEOS. However, in order to better focus our activities, we decided to pull out of FG Performance calls. 
In the Experiment Management calls between TACC/Warren and USC/Jens, we discussed how to best record apparatus events and the impact on repeatability.
To facilitate the bare-metal installation and availability of Pegasus components, we decided to use TACC as prototyping site. The TACC Globus prototype works, and we are waiting on Ti to see, how the FG-wide integration proceeds. As for Condor, we decided to either use the NMI packaging or the repackaged version that TeraGrid/XSEDE use. 
However, with the cluster-wide OS upgrade planned for the March service interval, we decided to defer active installations. Jens will update the FG Wiki with Pegasus installation information for the 3.1 release. 
For the Pegasus tutorial, USC added tutorial VMs to the Eucalyptus platforms india and sierra. At this point, the Nimbus site alamo and OpenStack india are the only platforms without a current tutorial VM. 
USC overhauled the JIRA tasks pertaining to us, proposing an alternative tree of tasks. The existing WBS tasks need to be merged with or integrated into the new tasks with help from IU. 
USC introduced our partners in the Synthesized Tools for Archiving, Monitoring Performance and Enhanced DEbugging (STAMPEDE) project to the resources provided by FutureGrid for conducting experiments.
University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Dell cluster:
· Installed, licensed and began to configure new master node to support CentOS 6.
· The best case is that we can switch the Alamo cluster to CentOS 6 during the maintenance on the first Tuesday in March.
· The likely case is that we’ll do this during the April maintenance, given the amount of software and services on the cluster.
· May have resolved a problem connecting to some Nimbus virtual machines. The cause appeared to be our firewall configuration. Further testing is needed.
· Replaced 1 failed hard drive on a compute node.
Experiment harness:
· Worked with a new Python messaging client that will probably be used to implement client programs for experiment monitoring and management.
· The Python messaging client that we’ve been using up to this point has an awkward programming interface that has led us to look for an alternative.
· Continued discussing Globus deployment across FutureGrid in support of Pegasus-based experiment management.
FutureGrid user portal:
· A number of small improvements
· Moving the page footer into a proper footer block.
· Fixed a problem in form processing when validating user names.
· Started to install an ePub module into the development portal for testing (some prerequisites still need to be installed).
· Continued to work on improving the display of resource status information.
· Added columns to the account approval page to show which projects a user has requested and which have been approved.
· Added a view showing all project members and their information so that users with appropriate permissions can see detailed information about project members in one place.
· Updated portal modules to current versions.
Outreach:
· Participated in several FutureGrid discussions about enhancing our outreach efforts
· Answered a few more questions from a potential new user group at the University of Texas. The user hasn’t requested an account yet, though.

University of Chicago/Argonne National Labs
Lead: Kate Keahey

· Final release of Nimbus Infrastructure 2.9. The major additions in this release are support for Availability Zones, configurable EC2 multi-core instances, more robust support for LANTorrent and new administration tools which allow administrators to easily control VMs running on their cloud. The administrators can also choose to give more information to the user, e.g., allow them to inspect on what physical machines a their virtual machines are running. In addition, the release also includes bugfixes and additions to documentation. With the exception of Availability Zones, all new features and enhancements were driven by FutureGrid. Of those features, the development of the new administrative tools was funded by Google Summer of Code (GSoC), a way FG leverages other Nimbus projects. See http://www.nimbusproject.org/news/#312 for links to the release. 
· Further design and initial work on prototyping some of higher-level cloud access tools
· Produced a first complete draft of the joint workshop on Experimental Infrastructure for Computer Science. 
· Worked one-on-one with one of FG users to help figure out configuration issues on hotel (see below) and help him finish experimentation for his project
· Worked on a variety of FG outreach activities. 

Hotel:
· All filesystems have been rebuilt so the block size matches the stripe size and the previous instabilities and performance problems seem to have gone away.
· Further development of the Grid DN schema; it has been added to the FG LDAP server so we can progress on getting DNs pulled from LDAP instead of grid-mapfiles.

University of Florida
Lead: Jose Fortes

System maintenance activities:
A user reported that EC2 interfaces for Nimbus at Foxtrot were not available for clients outside the foxtrot subnet. The problem was identified and solved by redefining the nimbus server netfilter rules to allow traffic to the EC2 services TCP port.

ViNe activities: 
With respect to development of capabilities addressing FG-specific needs, UF is currently testing the new version of ViNe with management extensions. During tests minor bugs have been detected and fixed. In order to start testing the new version of ViNe on foxtrot and sierra, a minor physical network configuration issue needs to be solved by the UF networking services.

With respect to outreach, a researcher working on inter-cloud systems from Hokkaido University, Japan contacted us with interest using ViNe. We have introduced FG to the researcher.

With respect to resources for education, training and user support, a tutorial connecting VMs on most FG clouds using the new version of ViNe is being prepared. The tutorial will be made available once a stable version of ViNe is released.

Education/outreach activities: 
Figueiredo has been invited to participate in the organization of the TEOS technical track of the XSEDE’12 conference as a deputy. To encourage participation, a targeted call for abstracts and presentations in the TEOS track will be created and circulated among FutureGrid partners.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen
In the past few weeks, UCSD worked with IU to resolve some system issues with the monitoring server VM, inca.futuregrid.org, after it was migrated to a new infrastructure at IU in the previous week.  Also, based on some recent problems with the FutureGrid Ganglia deployment, we developed and deployed new Inca tests for Ganglia to better detect such problems.  We also completed a revision to our Inca test description pages so that it shows more configuration information and can be exported as a CSV file for reports as described further in the software section.   We developed a Netlogger probe to collect usage information from the Openstack deployment on India and worked with IU to deploy it.   UCSD continues to lead the performance group activities and led a group call on January 25th as well as attended the Software, All Hands, and TEOS meeting calls.
University of Tennessee Knoxville
Lead: Jack Dongarra
We have completed work on a releasable version of a PAPI component for measuring IO performance at application level in virtual environments. The current version of Application I/O in PAPI (appio), which will be included in the next release of PAPI, supports only VMWare. In its current forms, appio has the following features:
Intercept read, write, fread and fwrite
Supported events: READ_BYTES, READ_CALLS, READ_ERR, READ_SHORT, READ_EOF, READ_BLOCK_SIZE, READ_USEC, WRITE_BYTES, WRITE_CALLS, WRITE_ERR, WRITE_SHORT, WRITE_BLOCK_SIZE,  WRITE_USEC
Works for 32-bit and 64-bit Linux
Threads-safe (but no aggregation across threads)
We have been testing of the appio component against a standard IO benchmark, comparing IO performance in virtual environments with performance on bare metal; we plan present these results in future reports. The VMWare component for PAPI will be included in the 4.2.1 release scheduled for the end of this month.
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IU PO #Spend Auth Y1 PTD Y2 PTDY3 PTDTotal PTD Thru Remaining

UC 760159 831,845213,235343,809 84,325 641,370Dec-11 190,475

UCSD 750476 598,541192,295152,611 0 344,906Aug-11 253,635

UF 750484 434,055 83,298110,891 20,925 215,114Nov-11 218,941

USC 740614 450,000154,771115,407 93,050 363,227Dec-11 86,773

UT 734307 920,269547,509159,987 30,633 738,129Dec-11 182,140

UV 740593 257,598 53,488103,878 25,245 182,611Dec-11 74,987

UTK1014379 177,084 N/A 28,271 22,764 51,035Dec-11 126,049


