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Introduction
This report is the sixty second for the project and now continues with status of each team/committee and the collaborating sites. 
Summary
Operations and Change Management Committee
Operations Committee meeting was held on Tue Feb 28th.  FutureGrid User Survey I ready for distribution.  Partner invoice processing ongoing.

Software Team (includes Performance and Systems Management Teams)
UTK added VM detection to the current development version of PAPI. IU made significant changes to the dynamic provisioning framework. ISI demonstrated an example experiment workflow that tests a virtual cluster under different load conditions. We have deployed a minimal version of OpenStack Diabolo on india. IU has engaged licensing discussions with RightScale if FG is allowed FG to use their GUI services for managing images on clouds. 
Hardware and Network Team
· GPU Cluster, delta, in initial testing. Integrated into India scheduler.
· RHEL 6 being widely tested at IU, TACC, UC, and SDSC for deployment. Sierra will be upgraded first in preparation for an upgrade of India.
· Staggered maintenance days for Nimbus enabled clusters are being explored for higher availability of resources for the project as a whole. Shared storage for Nimbus VMs is required to enable that functionality and is currently being discussed.
Training, Education and Outreach Team (includes user support)
TEOS team activities have focused on user survey and work on revamping the FG portal.

Knowledgebase Team
Documents modified = 1; Portal document edits = 11; Current Total 'live' FG KB documents: 104
Site Reports
University of Virginia
XSEDE testing and Campus Grid activities

University of Southern California Information Sciences
USC ran experiments that integrated the dynamic provisioning and de-provisioning of resources into Pegasus workflows.

University of Texas at Austin/Texas Advanced Computing Center 
Alamo networking problems; work on portal, outreach and experiment harness

University of Chicago/Argonne National Labs
Our most significant time investment this week was support work on variety of fronts, both dealing with generic issues and one-on-one support with communities wanting to run interesting experiments on FutureGrid. In the process, we helped our users debug a significant networking problem that was affecting all of FutureGrid traffic. We also initiated a couple of small development efforts and continued the development of multi-cloud infrastructure that will facilitate access to FG clouds for projects such as Swift.

[bookmark: _GoBack]University of Florida
The UF team participated in the conceptualization of the user survey and with content to improve the project portal. Appliance activities focused on testing of Condor, MPI, Hadoop on deployed appliances. ViNe activities focused on testing, debugging, and improving the ViNe Central Server (VCS). Fortes chaired the operations committee, and Figueiredo chaired the TEOS team.

San Diego Supercomputer Center at University of California San Diego
UCSD deployed two batch tests to the Bravo and Delta nodes and worked with TACC on a design document to interface monitoring data with the experiment management.  

University of Tennessee Knoxville
We added VM detection to the current development version of PAPI.


Detailed Descriptions
Operations and Change Management Committee
Operations Committee Chair:  Jose Fortes
Change Control Board Chair:  Gary Miksik, Project Manager
· The Operations Committee met on Tue Feb 28th.  Discussion points centered around the departure of Greg Pike and ensuring that all system tasks are accounted for.  An update on outreach was provided, with the following items presented:
· Preparation of overall Outreach plan extending thru the year...
· Creating new shape for the portal.  March 2nd (Fri) date to show design.
· Using social networking:  Facebook and Twitter (possibly Google+)
· Possible "monthly newsletter" for our users, etc. (opt-in)
· Outreach materials for educators (target date May 1 for faculty for their Fall classes)
· Science Cloud "summer school" - physical presence in Bloomington, mid-to-late summer
· Student "prizes" for project work.
· Creating "community" groups (e.g. MapReduce) and working with XSEDE (Scott Lathrop)
· FG documentation (e.g. FG User Manual, tutorials, KnowledgeBase...)

· User Survey I has been reviewed, modified, and is ready to send out.  Dispatch will occur during the week of March 5-10.
 
· Financials. Note: NSF spending authority is thru December 31, 2011.

Partner Invoice Processing to Date

[image: ]

Software Team 
Lead: Gregor von Laszewski
SUMMARY (FG-1423 - All) 
UTK added VM detection to the current development version of PAPI. IU made significant changes to the dynamic provisioning framework. ISI demonstrated an example experiment workflow that tests a virtual cluster under different load conditions. We have deployed a minimal version of OpenStack Diabolo on india. IU has engaged licensing discussions with RightScale if FG are allowed FG to use their GUI services for managing images on clouds. 
[bookmark: ADMINISTRATION_.28FG-907_-_IU_Gregor_von]ADMINISTRATION (FG-907 - IU Gregor von Laszewski) 
Due to the imminent departure of Greg Pike a system administrator, the Softwre group has analysed the jira system to define mitigations for all outstanding tasks recorded and assigned to him. A considerable time was devoted to identifying possible issues for the software group. All partners were informed to identify mitigation plans and communicate those to the systems team.
[bookmark: Defining_Activities_.28FG-1223_-_Gregor_]Defining Activities (FG-1223 - Gregor von Laszewski) 
Over the last 14 days the following activities took place in jira 

Updated: 24 issues includes closed and resolved tasks
Closed: 0 issues
Resolved: 1 issues
Created: 1 issues 
[bookmark: Improving_development_infrastructure_.28]Improving development infrastructure (FG-1204 - Gregor von Laszewski) 
FG-1204 - Activity: Redeployment of the management services
Due to the departure of Greg Pike we have halted temporarily the activity of devisig SSO for confluence, jira, and mediawiki in order not to create any unvorseen issues in this time of transition. Instead we have refocussed our efforts on the update of the mediawiki server that is ineeded to generate our biweekly reports from jira entries.

[bookmark: HPC_SERVICES]HPC SERVICES 
[bookmark: ScaleMP_Service_.28FG-934_IU_Greg_Pike.2][bookmark: Unicore_.28FG-927.29_and_Genesis_.28FG-9]Unicore (FG-927) and Genesis (FG-933) (Michael Saravo UVA) 
Report not available
[bookmark: Virtualized_Globus_.28FG-1158_-_IU_Andre][bookmark: EXPERIMENT.C2.A0MANAGEMENT]EXPERIMENT MANAGEMENT 
[bookmark: Experiment_Management_.28FG-518_Warren_S]Experiment Management (FG-518 Warren Smith, Jens Vöckler) 
In this weeks software call both Jens Voeckler and Warren Smith were presenting updates to the experiment management activities the teams were conducting over the last year. We gave the recommendation to write them down in a one - two page summary on each of the activities, including timelines, goals, and planed achievements for this year.

[bookmark: Integration_of_Pegasus_into_Experiment_M]Integration of Pegasus into Experiment Management (FG-412 - ISI Jens Vöckler) 
1. USC worked on an advanced section of the Pegasus tutorial. This requires bringing up a virtual cluster within FutureGrid. A one-click cluster for the tutorial as well as interested
domain scientists is available from sites providing Nimbus IaaS.
2. USC made progress on Experiment Management with Pegasus, where the provisioning
and de-provisioning of resources is part of the workflow.
3. To identify pathways forward for the experiment management framework while utilizing Pegasus USC has created a repetitive experiment showcasing “web server load test”, under various loaad conditions. More information about this experiment is provided in the ISI site report.
[bookmark: Experiment_management_with_support_of_Ex]Experiment management with support of Experiment Harness (FG-906 - TACC Warren Smith) 
Warren Smith gave an oral summary to the team in this weeks software call, focusing on activities he conducted in regards to taktuk and the hostlist program. He started elaborating plans of using a messaging framework.
[bookmark: Image_Management_.28FG-899_-_Creation.2C]Image Management (FG-899 - Creation, Repository, Provisioning - IU Javier Diaz) 
We have been improved some functionality of our image management framework. 

1. Rain: We added an option for interactive mode. This allows users to log into one of the dynamically provisioned machines after they are ready. This is quite useful for software testing and debugging. We also added a walltime option. This is specially important for HPC because the default walltime is 4 hours. After this time your job is killed if you do not specify a different walltime. This will be also useful for Nimbus.

2. Image Generation: We improved the image generation with a new feature that allows users to generate their images faster. This new feature allows us to create and manage base images in the repository. In this way, when a user requests an image with a set of requirements, the image generation server will look into the repository to find a suitable base image. If it is found, it retrieves the image and enhances it with the user's requirements. Users are also able to request not to use this feature and generate their image from scratch.

3. Image Registration: Image Deployment tool has been renamed to Image Registration tool. The term "deployment" was a bit confusing and "registration" seems to be more appropriate. The registration term is accepted by the community to mean that the images is being uploaded and registered in the infrastructure. Our tool has additional functionality has it has to customize the image and inject the appropriate kernel modules, but we think that the new name represents better the key idea of that tool. This renaming task has been completed in the code. We plan to update the software deployed on India and the manuals in the next days.

4. Outreach: we have prepared a draft paper about our image management focusing on image generation and registration.

[bookmark: ACCOUNTING]ACCOUNTING 
[bookmark: Accounting_for_HPC_.28FG-1081_-_IU_Allen][bookmark: Accounting_for_Clouds_.28FG-1301_-_IU_Hy]Accounting for Clouds (FG-1301 - IU Hyungro Lee) 
Further improvements to the program have been conducted by the team. The code has now been transitioned back to Hyungro Lee. Our team is trying to push a release of this software within the next reporting period so it can be used not only within FG but also within other OpenSource Eucalyptus installs. In addition we like that Hyungro obtains feedback from the community in order to identify requirements besides those issued by FG.
[bookmark: FG_SUPPORT.C2.A0SOFTWARE.C2.A0AND.C2.A0F]FG SUPPORT SOFTWARE AND FG CLOUD SERVICES 
[bookmark: Nimbus_.28FG-842_-_John_Bresnahan.29]Nimbus (FG-842 - John Bresnahan) 
Please see site report provided by UC.
[bookmark: Eucalyptus_.28FG-1429_-_IU_Sharif_Islam.]Eucalyptus (FG-1429, FG-1202 - IU Sharif Islam) 
Version 2.0 
1. Per user request we looked at RigthScale cloud management tool for Eucalyptus. See the forum post for details: https://portal.futuregrid.org/forums/fg-user-services-forum/community/rightscale . This includes an evaluation by Sharif Islam and Gregor von Laszewski. von Laszewski identified that the evaluation software from Rightscale is insufficient for use within FG due to several llimitations in the software provided. This includes (a) liimits to allow only one user, which must be a eucalyptus administrator (b) use of http instead of https when communicating with eucalyptus 2.0. This is apaprently a eucalyptus limitation. (c) lack of access to OpenID integration (c) lack of support for LDAP. While the last two items are non citical, the first two provide a significant hurdle. von Laszewski has contacted RightSacle for a full educational license on a no cost basis. We have not heard back from them yet.

2.  Per user request we added a new kernel: eki-D07613D 2.6.34.9-69.fc13.i686.PAE (Currently we do not allow users to upload customized kernel). 
Version 3.0 
1. Communicated with Eucalyptus support regarding our 3.0 deployment. We went through the pre-requisites and installation checklist of 3.0 and verified that our current setup in INDIA is compatible. Due to personnel changes and transition, we currently do not have a date for starting this deployment. 
[bookmark: OpenStack_.28FG-1203_IU_-_Sharif_Islam.2]OpenStack (FG-1203 IU - Sharif Islam) 
Koji T. built Diablo on 4 nodes on india, designed as one management node with 3 compute nodes. He configured routing for users to access the instances from login node. With this routing configuration, we don't need to have as much external IP addresses as the number of instances. Which is good for increasing the maximum number of instances in the future. Also, user can assign a external IP address to a instance as appropriate. Diablo is ready to try internally.

Also, we plan to take some nodes from Cactus(old version) on the next maintenance day, to build Swift for Glance's backend storage. Swift will be good to increase the capacity of storing OS images. And also, we will add more compute nodes too.
[bookmark: Inca_.28FG-877_-_Shava_Smallen.2C_UCSD.2]Inca (FG-877 - Shava Smallen, UCSD) 
New batch queue tests were deployed to the Bravo and Delta nodes. The test submits a simple job to the batch queue, checks for an output file, and verifies the result. The test results appear as 'batch-testjob' at the url http://inca.futuregrid.org:8080/inca/HTML/rest/HPC_Tests.
[bookmark: ViNe:_.28FG-140_-_UF_Renato_F._Mauricio_]ViNe: (FG-140 - UF Renato F. Mauricio T. Jose Fortes) 
[bookmark: ]UF team focused on testing, debugging, and improving the ViNe Central Server (VCS). VCS is responsible to control the operation of ViNe overlays by dynamically reconfiguring deployed ViNe routers. VCS also helps the initial or startup configuration of ViNe routers, relieving FG users the need for manually editing configuration files.
A front-end interface to allow FG users to interact with VCS is under development and testing. It has been decided to use servlet/jsp technology to develop the front-end in order to take advantage of java APIs exposed by ViNe. Tomcat container has been deployed, and web interfaces that allow FG users to see the deployed ViNe overlays have been developed. These interfaces also allow FG users to change the membership of ViNe routers to different overlays.
[bookmark: PLATFORMS][bookmark: SAGA_.28FG-1159_-_IU_-_Gregor_von_Laszew][bookmark: WEB.C2.A0SITE_AND.C2.A0SUPPORT]WEB SITE AND SUPPORT 
[bookmark: Portal.C2.A0and_Web_Site_-_IU_Fugang_Wan]Portal and Web Site - IU Fugang Wang, Mathew Hanlon (TACC), Gregor von Laszewski)  
FG-1311 
[bookmark: Integration_into_XSEDE_Portal_.28FG-1376]Continuing work on updated theme/front page. Finishing new KB module updates–need to test and deploy.
[bookmark: PERFORMANCE_.28UCSD_Shava_Smallen.29]PERFORMANCE (UCSD Shava Smallen) 
[bookmark: Vampir_.28FG-955_-_Thomas_Williams.29]Vampir (FG-955 - Thomas Williams)
Some exploratory work with Modules shows that the module-trace and module-log commands can be used to log to file/syslog when a user loads a module such as vampirtrace. The data would ultimately be collected into a database for usage reports. 
[bookmark: PAPI_.28FG-957_-_Piotr_Luszczek_.28UTK.2]PAPI (FG-957 - Piotr Luszczek (UTK)) 
In the current development version of PAPI we have recently added for detecting whether it is running inside of a virtual environment. It detects this via an extended "cpuid" instruction, and can detect VMware, Xen, KVM and probably others. This information is then passed on to the user. We plan to eventually use this information to enhance PAPI's behavior when doing performance analysis in cloud-type infrastructures such as FutureGrid.
[bookmark: Performance:_Interface_monitoring_data_t]Performance: Interface monitoring data to the Experiment Harness (FG-1098 - Shava Smallen SDSC) 
Over the past few weeks, we started a design document on the wiki to publish monitoring data through a messaging service, specifically RabbitMQ, which implements the AMQP protocol. This will provide a single point of access for applications to subscribe to the system event messages from the different monitoring tools (e.g., Inca, Ganglia, perfSONAR, etc.) and make dynamic scheduling decisions, for example. This will also integrate well with the Experiment Management infrastructure that will utilize the same messaging approach. We decided to standardize messages using the JSON format as a middle ground in complexity between simple key/value pairs and structured XML. JSON is also easily generated/parsed and libraries exist in many programming languages. We are currently refining the naming conventions of exchanges and routing keys.
[bookmark: perfSonar_.28FG-1094_-_Shava_Smallen_SDS]perfSonar (FG-1094 - Shava Smallen SDSC) 
Discussions with IU indicate they are open to the vendor/model choice of proposed 10G cards for the perfSONAR measurement hosts if desired by users. Similarly, Martin Swany’s group may be able to provide advice on how to further configure the perfSONAR deployment to perform more network measurements.

Hardware and Network Team
Lead: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
· Bravo management networking will likely be reprovisioned to act as the public network for Delta. A new management network for both systems will then be installed.
Compute & Storage Systems
· IU Data Capacitor Storage
· A proposal is in progress to refresh the Data Capacitor hardware and expand the available storage. As part of this plan we will explore increasing the network capacity between FutureGrid systems at IU and the Data Capacitor. Increasing this connection requires an upgrade to IU’s core research network hardware that is also part of the same proposal. Additional 10 Gb line cards will be required as well as additional edge switches.
· IU iDataPlex (india)
· RHEL6 testing on 4 nodes is progressing well with no user issues yet.
· New storage array is in production. An order has been placed for expansion to 180 TB in progress (currently at 60 TB RAW).
· Openstack is working fine in two small test instances; update to Diablo release is on hold waiting on resources.
· System operational for production users.
· IU Cray (xray)
· No issues during this period.
· New software release available (danub, SLES 11 based).
· System operational for production HPC users
· IU HP (bravo)
· Swift test implementation is installed on bravo, nodes in use for NID testing currently.
· 50% of the system being used for testing with network impairment device, HDFS available on the remaining systems.
· System operational for production users
· IU GPU System (delta)
· 1 node available for testing, remainder waiting on IB cables & new rails.
· System management switches are being ordered.
· System integrated into India scheduler.
· 8 nodes currently, 8 more waiting on purchase order.
· System operational for early users
· SDSC iDataPlex (sierra)
· Upgrade of two nodes to RHEL6 has been done to prep for upgrade of Sierra & India.
· OFED will also be upgraded to 1.5.4.
· System operational for production Eucalyptus, Nimbus, and HPC users.
· UC iDataPlex (hotel)
· Deployment plan for Genesis II in progress, waiting on feedback from the Genesis team at UVA.
· RHEL6 is in initial testing images can be deployed but aren’t booting properly.
· System operational for production Nimbus and HPC users.
· UF iDataPlex (foxtrot)
· No issues during this period.
· System operational for production Nimbus users.
· Dell system at TACC (alamo)
· Planning for RHEL6 or CentOS upgrade, cluster management upgrade will be required as well. Currently working with IU on LDAP configuration for new image.
· A new management system has been installed and will be installed with the new bright cluster management suite in parallel to allow an upgrade to CentOS 6.
· 5 nodes are provisioned for XSEDE TIS testing with SGE & Torque using the same headnode.
· A typical blade replacement caused an edge switch to reboot as well as the router for Alamo causing a 4-hour network outage. Administrators and network engineers are trying to determine the root cause.
· System operational for production Nimbus and HPC users.
· All system outages are posted at https://portal.futuregrid.org/outages_all
Training, Education and Outreach Team (includes user support)
Lead: Renato Figueiredo

A final draft of the FutureGrid User Survey has been prepared, integrating comments and suggestions from members of TEOS and the project at large.  The survey will be released early next week to the list of users with FutureGrid portal accounts.

The TEOS Team has identified the need to focus tightly on high-priority activities; the front page of the Web Portal is the number one priority. While a more elaborate design is underway, the team decided to first move forward on a very simple revision of the current site, with additional content focusing on providing information to highlight uses of FutureGrid and encouraging prospective new users. This will be followed by a more elaborate design for the Web portal as additional content is developed.

A conference list with due dates for abstracts, proposals, posters, tutorials, etc has implemented in FutureGrid wiki:  https://wiki.futuregrid.org/index.php/Conference_List. 

Renato Figueiredo has participated in discussions on the EOT program for the XSEDE conference; the XSEDE conference’s general call for papers is out and available at: https://www.xsede.org/xsede12-call-for-participation . The TEOS team is planning activities including a tutorial; FutureGrid partners are encouraged to participate with submissions of abstracts/papers.

Knowledgebase Team
Lead: Jonathan Bolte, Chuck Aikman

Active document repository increase by = 0
Documents modified = 1
Portal document edits = 11
Current Total 'live' FG KB documents: 104
Target as of 7/1/2012: 175
Difference between current and target: 72
Number of KB documents that must be completed per week between now and 7/1/2012 to hit target: (72/17) 4
Current number of documents in draft status within KB workflow: 38
 
List all of the current KB doc titles
Where can I learn about image management and Rain on FutureGrid?
How can I minimize the image size for my virtual machine?
How can I create a movable CentOS virtual machine?
On FutureGrid, how can I save an active Eucalyptus VM?
Where can I find a collection of links to status information for FutureGrid systems, software, and services?
On FutureGrid, what is Eucalyptus, how do I request an account, and where can I find a tutorial?
Mailing list for FutureGrid network notifications
Where can I find the FutureGrid User Manual?
What is the Service Aggregated Linked Sequential Activities (SALSA) project?
Where can I find instructions for using the Futuregrid Genesis II endpoints as a client?
On FutureGrid, what is Sierra (UCSD)? What is Sierra (UCSD)?
On FutureGrid, what is Xray (IU)? What is Xray (IU)?
How does one get edit access to the FutureGrid portal (Drupal)?
For FutureGrid, what committees are set up?
How can I add pages to the user manual, or to another book on the FutureGrid Portal?
How do I search the FutureGrid Portal?
What are SSH and SSH2? SSH and SSH2 SSH and SSH2 SSH and SSH2
How can I view real-time network activity on FutureGrid?
How do I find information about outages and scheduled maintenance windows for the FutureGrid network?
About the FutureGrid WAN
How can I view the current operational status of FutureGrid software and services?
What compute and storage resources are part of FutureGrid, and where can I view information about their availability?
On FutureGrid, how do I submit a job to the Cray XT5m (Xray)? How do I submit a job to the Cray XT5m (Xray)?
How do I contribute to the FutureGrid Knowledge Base?
How do I create a ticket for FutureGrid support?
How should I acknowledge the FutureGrid in my published work?
On the FutureGrid, can I request space on IU HPSS? Can I request space on IU HPSS?
Account information for FutureGrid
About the European Middleware Initiative and FutureGrid
Where can I find tutorials about technologies used on FutureGrid?
In Unix, what is the shell?
How can I report an outage on FutureGrid?
On FutureGrid, how do I get a Nimbus or HPC account? How do I get a Nimbus or HPC account?
Where can I find FutureGrid system configuration information?
Where can I find FutureGrid cluster monitoring information?
Where can I find FutureGrid cloud status information?
Project information for FutureGrid
Where can I find Nimbus usage reports on FutureGrid?
In the FutureGrid Portal, how do I update my profile information?
What FutureGrid mailing lists are available, and how do I use them?
Where can I find information about using IaaS clouds on FutureGrid?
Where can I find guidelines on upgrading Nimbus from 2.7 to 2.8 on FutureGrid sites?
What is MapReduce, and where can I find information about using it on FutureGrid?
Where can I find reports submitted to the NSF and archived presentations for the FutureGrid project?
Where can I find a listing of FutureGrid staff?
Where can I find archived presentations about FutureGrid?
How do I contact FutureGrid?
Are there any RSS feeds available for FutureGrid news?
What is Inca?
What is Hadoop, and where can I find information about using it on FutureGrid?
On FutureGrid, what is Nimbus, how do I request an account, and where can I find tutorials? What is Nimbus, how do I request an account, and where can I find tutorials?
How do I upgrade Nimbus on a FutureGrid cluster?
What is Twister, and where can I find information about using it on FutureGrid?
How can I execute the FutureGrid shell, and what commands can I use there?
FutureGrid Help & Support: Accessing FutureGrid resources Help & Support: Accessing resources
In FutureGrid, how can I generate and deploy images, and interact with the image repository? How can I generate and deploy images, and interact with the image repository?
About Unicore
How can I manage FutureGrid software stacks?
How can I dynamically deploy a FutureGrid software environment and stack using Rain?
How do I generate an SSH key for FutureGrid access? For FutureGrid access, how do I generate an SSH key?
In FutureGrid, how do I close a project? How do I close a project?
What is electronic protected health information (ePHI)?
How can I find the performance histories of virtual machine instantiations on FutureGrid resources?
What is the IU Research Gateway?
Who is eligible for a FutureGrid allocation?
Where can I find educational materials about FutureGrid?
On FutureGrid, how do I log into a system via Torque/Moab? How do I log into a system via Torque/Moab?
How can I get accounts on FutureGrid resources?
What are virtual appliances, and what ones are available on FutureGrid?
For FutureGrid, how can I request a network impairment? How can I request a network impairment?
What is ViNe, and where can I find information about using it on FutureGrid?
What is the FutureGrid wiki and how can I get edit access to it?
Where can I find instructions for creating and registering a virtual appliance on FutureGrid?
Where can I find instructions for reusing an existing virtual appliance on FutureGrid?
What are the regularly scheduled maintenance activities on FutureGrid machines?
What is FutureGrid?
How do I contribute educational materials to the FutureGrid Portal?
What is the FutureGrid Portal, and how do I create an account?
What is a science gateway, and is it related to portals?
How do I get started using FutureGrid?
On FutureGrid, what is OpenStack, how do I request an account, and where can I find tutorials? What is OpenStack, how do I request an account, and where can I find tutorials?
On FutureGrid, how do I launch a virtual machine with one command? How do I launch a virtual machine with one command?
About Genesis II on XSEDE and FutureGrid About Genesis II About Genesis II
On FutureGrid, what is India (IU)? What is India (IU)?
In the FutureGrid portal, how can I keep my browser from logging me in with my OpenID?
Where can I find queue information for FutureGrid compute resources?
Where can I find benchmark and performance test results for FutureGrid resources?
As an instructor, how do I get FutureGrid accounts for my students?
Which cloud services are available on FutureGrid?
What are the login nodes for FutureGrid HPC resources?
Where can I find information about using TORQUE to manage jobs on FutureGrid HPC resources?
Where can I find information about projects on the FutureGrid?
Where can I find information about FutureGrid job openings?
Does the FutureGrid have any virtualized GPU systems?
On FutureGrid, what is Moab? What is Moab?
As a student, how do I get added to my instructor's FutureGrid project?
In Unix, where can I get information on differences between the various shells?
What are my responsibilities as a FutureGrid user?
How do I reset my FutureGrid Portal password, or request a new one?
How do I upload a portrait to my FutureGrid Portal profile?
What is NetLogger, and where can I find information about using it on the FutureGrid?
KB web services: Using REST
KB web services: Getting documents

Tickets
Lead: Greg Pike

In last two weeks
28 tickets created
24 tickets resolved

Currently:
54 tickets total
16 new tickets
35 open tickets
3 stalled tickets
16 unowned tickets

Site Reports
University of Virginia
Lead: Andrew Grimshaw

The last two weeks involved significant testing of XSEDE Execution Management Services on X-ray, Sierra, and Alamo. The tests concluded successfully and EMS is moving forward to operational readiness review at the centers. Global Federated File System (GFFS) testing began last week, and is almost complete. Once complete the GFFS will move forward to operational readiness review.

In addition several thousand end user jobs were executed against Alamo, Sierra, and India. The jobs were predominately algorithms being executed by a neuro-scientist, with a few test jobs from an economist. Once the economist is satisfied with his algorithm we expect to execute between 500,000-1,000,000 CPU hours on FutureGrid resources.

University of Southern California Information Sciences
Lead: Ewa Deelman
USC continued to participate in the conference calls for FG Software, FG AHM, FG OCMC, and FG Performance. 
USC worked on an advanced section of the Pegasus tutorial. This requires bringing up a virtual cluster within FutureGrid. A one-click cluster for the tutorial as well as interested domain scientists is available from sites providing Nimbus IaaS.
USC made progress on Experiment Management with Pegasus, where the provisioning and de-provisioning of resources is part of the workflow. 
Highlight
In an experiment “web server load test”, the performance of a Ganglia-monitored web server is tested by accessing it simultaneously from a varying number of clients, a “knob” in the experiment, that run on dynamically provisioned FutureGrid resources, simulating 10, 50 and 100 web-clients on 1, 5 and 10 VMs respectively. The high-level workflow is shown below. 
[image: ]
For experiments with a time axis these workflows become seemingly simple, because the provision and de-provision steps are most commonly set up as barriers, which can only be passed if a certain number of resources are provisioned. The application science workflows run between these barriers. For the experiments, USC created a tool to provision Nimbus VMs with an upper- and lower bound on the number of resources.
University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Highlights:
· Minor progress in several areas
· Alamo networking problems
Dell cluster:
· Continued to work on CentOS 6 upgrade
· New head node configured
· HPC node image is stable
· Nimbus node image in progress
· Networking changes
· The core router hardware for the TACC ROC computer room was upgraded
· We also adjusted the switch configuration on the FutureGrid network, including retiring an older switch on the FutureGrid network
· Unfortunately, this has led to some unexpected network downtimes in the past week, particularly for the Nimbus partition
Experiment harness:
· Continued to work with SDSC to design how we will use a messaging service to transmit various kinds of information
· This information will be made available to users running experiments
· Began to modify the TeraGrid/XSEDE glue2 software for use on FutureGrid
· Provides information about resources in a standard format
· Modifying it to represent information in JSON and to gather information from Eucalyptus, Nimbus, OpenStack
FutureGrid user portal:
· Participated in discussions about redesign of portal 
· Proposed several new home page layouts for consideration
· Implemented examples on the development portal
· Finished updated to the KnowledgeBase module
Outreach:
· Participated in several FutureGrid discussions about enhancing our outreach efforts

University of Chicago/Argonne National Labs
Lead: Kate Keahey

Our most significant time investment this week was support work on variety of fronts, both dealing with generic issues and one-on-one support with communities wanting to run interesting experiments on FutureGrid. In the process, we helped our users debug a significant networking problem that was affecting all of FutureGrid traffic. We also initiated a couple of small development efforts and continued the development of multi-cloud infrastructure that will facilitate access to FG clouds for projects such as Swift. Specifically, the following were our activities last week?

General:
· We developed a new tool for managing public key registration for VM users. Previously, we used to recommend the use of euca-tools but they were found to be unreliable and we had to develop our own. 

· We initiated first steps towards a plan for better management and logging of failures on hotel so that we can better represent FG utilization. In particular, we put in place infrastructure to catch more errors like out of memory alerts, kernel call traces and hung tasks. We are putting this information via nagios to a MySQL db per to get better usage information from it. Until DDN adds syslog support back to the OS, it was configured to send email alerts of hardware failures.

· Continued work on a multi-cloud Phantom service; specifically, began support for multiusers. This service is in demand from users who want to use several FG clouds like the Swift project below

Support:
· User support on the Forum and RT tickets.
· Debugged and fixed an administrative issue on Alamo; the Nimbus AWS-style interfaces were not properly enabled
· One-on-one support work with the Swift project (they are trying to run a social sciences proof-of-concept on FutureGrid) 
· Helped Atlas users debug a FG bandwidth problem that was causing over an order of magnitude slowdown on inbound traffic into the FutureGrid network. The problem was eventually traced to a rouge "test" bgp session between NLR and Indiana Gigapop. That session was shut down and apparently was the cause of the issues. Single stream inbound traffic (as measured by perfsonar) was improved from ~20 Mbits/s to ~800 Mbits/s. 
· One-on-one support work with Atlas (preparing for a community demo)

Hotel:
Conducted a massive overhaul of logging and monitoring systems on hotel (there were so many that they would cause weird delays on GPFS when doing simple things like ls.): 
· Optimized and deduplicated system logging.  
· Reworked the logging notification so that alerts go through nagios instead of an independent mail.

University of Florida
Lead: Jose Fortes

Through discussion in the TEOS team, the UF team contributed with input for the user survey that is planned to be disseminated next week. The team also provided content to be used in the portal as a means to describe overall capabilities of the system for new users based on various topics of interest that users may have. The team has also tested deployed educational virtual appliance pools on FG with jobs of different types (Condor, MPI, Hadoop). In a few instances, we have observed that MPI jobs did not form a complete ring – this issue is being investigated.

ViNe activities focused on testing, debugging, and improving the ViNe Central Server (VCS). VCS is responsible to control the operation of ViNe overlays by dynamically reconfiguring deployed ViNe routers. VCS also helps the initial or startup configuration of ViNe routers, relieving FG users the need for manually editing configuration files.

A front-end interface to allow FG users to interact with VCS is under development and testing. It has been decided to use servlet/jsp technology to develop the front-end in order to take advantage of java APIs exposed by ViNe. Tomcat container has been deployed, and web interfaces that allow FG users to see the deployed ViNe overlays have been developed. These interfaces also allow FG users to change the membership of ViNe routers to different overlays.

Although many desirable web interfaces still need to be developed, current plan is to release a new stable version of ViNe with the management extensions in few weeks, and incrementally add new features to the web interface. This release will offer connectivity to FG resources and external resources (including users’ own machines) on FG ViNe overlays.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen
In the past few weeks, UCSD deployed simple batch tests to the Bravo and Delta nodes on India queues.  We also worked with TACC on a design document to integrate performance monitoring with the experiment management component by publishing system monitoring events from Inca, Ganglia, etc. to a standard messaging service as described further in the software section of this report.  UCSD continues to lead the performance group activities and led a group call on February 22nd as well as attended the Software, Operations, All Hands, and TEOS meeting calls.
University of Tennessee Knoxville
Lead: Jack Dongarra
In the current development version of PAPI we have recently added for detecting whether it is running inside of a virtual environment. It detects this via an extended "cpuid" instruction, and can detect VMware, Xen, KVM and probably others.  This information is then passed on to the user.  We plan to eventually use this information to enhance PAPI's behavior when doing performance analysis in cloud-type infrastructures such as FutureGrid.
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