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Introduction
This report is the twenty-eighth for the project and now continues with status of each committee and the collaborating sites. More information can be found at http://www.FutureGrid.org/committees which has links for each committee. 
A lot of activities are aimed at November 1 formal opening of system
The acceptance report for the final piece of hardware – the Dell cluster Alamo at TACC – has been delivered to FutureGrid and forwarded to NSF for review.
This report has first bi-weekly report from the University of Tennessee who started in year 2.
Operations and Change Management Committee
Operations Committee Chair:  Craig Stewart, Executive Director
Change Control Board Chair:  Gary Miksik, Project Manager
· Subaward amendments for remainder of PY1 spending authority sent to all partners.  Signed copies have been received from USC, Florida, and Texas.  Awaiting UCSD, Chicago, and Virginia.  

· [In progress]  Reviewing current Project Execution Plan (PEP) and updating any sections, where appropriate, to reflect PY2 tasking.  This is a deliverable for the NSF on-site review, tentatively slated for Nov. 22-23 in Bloomington.

· [In progress]  Continue to develop the EVM approach for PY1 annual reporting.  Reviewing NASA’s EVM tools and reports.  Our focus right now is on two key EVM metrics:  CPI (Cost Performance Index) and TCPI (To-Complete Performance Index).  In order to successfully determine EV, all project tasks must be understood, defined, and tracked.  To this end, the Operations Committee was reminded to use the project’s Jira tracking system and make sure that all tasks are kept updated.  
	
· [On-going] Invoices from partners continue to come in and flow into our internal review and approval process for payment.

· [On-going] New user requests for FutureGrid access continue to roll in, including those for graduate classes at IU and LSU.

Software Committee 
Chair: Gregor von Laszewski
Administration 
· The quality assurance document for FG software has been approved.
· Installation of the wiki performance improvement module from Fugang Wang was approved. 
· Each team working on software for Phase I (Nimbus, Eucalyptus, HPC) were reminded to work on a QC plan and design scalability tests in addition to functionality tests. The result must be documented in order to complete the QC of Phase I. 

Phase I specific activities 
Tasks 
· All outstanding tasks were gone over and action items were identified to resolve them 
· Shava Smallen will contact Vampire team for all outstanding Phase I tasks.
· Gregor will contact together with Greg, Robert Henshel, and Huian Li for a number of outstanding tasks in HPC node configuration
· The Florida team has been asked to make sure the Virtual Appliance tasks are addressed. 
· Several tasks have been reassigned in order to reflect changed responsibilities in the project. 
Tutorials 
· All tutorial materials have been checked for format conformity. Jonathan will be coordinating with our people to do this, as well as improving the writing style. 
· The HPC Tutorial/Manual is checked by Greg the FG Systems Manager.

EXPERIMENT MANAGEMENT 

Experiment Management & Accounts: 

A lot of activities have been taken place here and taken some time away from other Phase II parts. The activities were all centered around the management of accounts for the experiment management. We developed an account application and project mechanism as we identified that the current system deployed had significant issues. The issues were communicated by the software architect, the systems manager, the TEOS group, and several of our external users. In summary they relate to the following issues: 

· a) the system is very complex and is centered around generating tickets with each account and action. We traced back that we would have to spend significant amount of time to just deal with this complicated process developed by the support team. Instead, we are replacing this ticket process with a low overhead GUI system. However if needed tickets can be created in various steps if needed.

· b) without support from the software committee, the process of integrating the account and project pages were implemented and deployed. This resulted in a number of complaints from our users. We will revert back to our old system, but enhance it, as originally planned, with proper integration between accounts and projects so the application process is simpler. Unfortunately, we still need to ask the same amount of information at the account and project application times, but users that want to join a project in future will be able to do easily without getting confused about applying also for a project. 

· c) the entire account and project application information is included into an LDAP directory. This allows us to manage account information in FG uniformly. We are using enterprise level strength solutions that have been in production at other locations and have been suggested by the systems manager. 

· d) the model that was implemented before while distributing the keys through a copy process onto the machines, is not scalable. Removing this process could only be started once the systems manager was named and we carefully reviewed the impact of the solution while storing and obtaining the keys directly from LDAP. Such a solution is also provided by ROCKS which is most likely deployed by TACC and provides them with one of two possibilities. a) copying the keys into their own space and dealing with the administration themselves (old model) or using what IU will be deploying on india, sierra, and xray. One of the important reasons that we need to get away from copying keys is that images are created and stored in a repository. At the time a key may be revoke the image may actually not run. Thus the only scalable solution is to decouple the location of the physical keys from the images. Out of consistency, all images should be created equally. 

A team at IU has been working hard to make this integration easily possible for the portal team. They developed all necessary schemas, and php sample scripts to interface with the LDAP server. They also developed a prototype that demonstrated how to approve and deactivate accounts easily. While testing the new process, we found one can approve an entire class in less than 3 minutes, while the old model needed an order of magnitude more time. The plan next is to make sure it is deployed in FG and that the partner sites get enough information from the systems manager to integrate into this solution. The deployment of the solution is straight forward, so we expect no significant issues moving forward.

Image Creation:
We ran into a problem with xCAT not properly configuring the kernel to mount root filesystem upon boot. As part of the image creation, the xCAT development kernel issues are continuing to be worked on. A RHEL installation is underway. Image deployment to a Eucalyptus cloud is being tested by scripting with the euca2ools services.  

FG SUPPORT SOFTWARE AND FG CLOUD SERVICES
Nimbus: 
The Nimbus team has provided the following biweekly report:
· Finished dynamic VMM node management features for Nimbus. This is an important building block for the dynamic provisioning features planned for FutureGrid; it allows nodes to be added to or removed from the Nimbus service without editing any config files or restarting the service. The interface is through a command line tool run on the service node. This tool is built to be easily wrapped by higher level services.
· Nimbus is starting the release process for version 2.6. We are in code freeze now and expect to have a release candidate available in the next few days. 
· Worked with Ti to add a block of private IPs to Nimbus on the hotel resource. This will allow even more VMs to run. 
· A Nimbus team member, John Bresnahan, is using some of the hotel interactive nodes for scalability testing of software, as part of an SC poster. 
· Released Nimbus 2.6 RC1-- testing is underway. 
· Advised Shava on writing Nimbus monitoring hooks for Inca. 
· Worked on incorporating some of Warren's suggestions into the primary Nimbus FutureGrid tutorial: http://www.futuregrid.org/nimbus. 
· Met with Ti about hotel. Discussed private VM network configuration, rigging Nimbus account creation into LDAP hooks, and allocating more nodes to Nimbus. 
· Reallocated 20 torque nodes on hotel to be used for a student's (Paul Marshall) experimental code using idle Nimbus nodes as backfill to a condor pool. 

We reminded the Nimbus team about conducting production level tests and integrating them into Inca.

Eucalyptus:
We detected some issues regarding Eucalyptus. This includes crashing environments and we are investigating it. The problem could so far not be replicated. Archit K., Warren S., and Javier D. have each started an independent review and improvement of the Eucalyptus tutorial. 

Pegasus: 
We have moved all tasks in regards to Pegasus from Phase I to Phase II.  This was actually decided several month ago, but was not yet reflected in our task tracking system by the Pegasus team. USC continued to update their virtual machine images on FG Nimbus and Eucalyptus deployments in preparation for a cross-cloud and  infrastructure workflow prototype run.  To facilitate monitoring, the netlogger software installation on FG's inca.futuregrid.org monitoring system was updated. 

OpenNebula:
G. v. Laszewski contacted the OpenNebula Group concerning LDAP integration, and suggested a meeting at SC to share details. His opinion is that if OpenNebula produces a solution suitable for FG it will be useful for other production environments looking to deploy OpenNebula. Nimbus will be tasked to develop such a solution, and we also intend to do this for Eucalyptus ourselves, or ask the Eucalyptus group to do so.
Systems that provide a suitable integration will have a clear advantage in FG. Users have immediate access to them without asking for additional accounts in Phase II. It is clear that any system that has this feature may be given preference by a number of users due to the ease of integration.

ViNe:  
The ViNe team did run CloudBLAST experiments on a Hadoop cluster across foxtrot, sierra, and hotel connected through ViNe for performance scalability studies. Currently an investigation is taking place to identify communication problems related to latency and throughput. 

Virtual Appliance: 
We identified that many tasks in the Jira system are still classified as open, but have been told that they have not been updated. Updating the task and identifying which should be moved to Phase II is important as we can otherwise not complete Phase I. It is to be noted that none of the Virtual Appliance tasks are actually part of Phase I and if no action is taken by FL , the software architect will move them unchanged to Phase II.

WEB SITE AND SUPPORT

Portal and Web Site  
We are in urgent need of a short term plan for the portal that is not only presented to the PI, but also to the rest of the team. The software architect has worked with Sidd M. to jumpstart this activity. Although the software tasks are complete to use the portal, the contents and integration for a release need to be coordinated by an editor. Such an editor has been identified and Sidd is working next week to coordinate the urgent imminent updates needed for the Phase I deliverable. TACC has agreed to help out on some of the activities. The plan that is to be delivered contains concrete tasks for Nov 1, SC10, and Nov 22. In addition, the TEOS group is contributing a redesign of the tutorials pages. The HW pages of FG must be updated also.

Wiki 
Finally, during the last  period performance improvements to the wiki sql server were conducted and implemented by IU RT. It is essential for the software team the the Wiki be fast. An enhancement that we have had available for quite some time and was developed by Fugang Wang at IU will improve loading times on pages communicating with Jira. We plan to move documents that we developed in Google Docs back in to the Wiki as quickly as possible. 

PERFORMANCE 

Performance Group

Netlogger. During the past few weeks, the Performance Group has completed the setup of Netlogger on inca.futuregrid.org to passively collect performance and usage data from FutureGrid components.  Each FutureGrid component will prefix events they publish with their own unique id (e.g., inca, nimbus, etc.) and by default, will be assigned a MongoDB instance to archive their Netlogger events.  A Netlogger How To Guide has been developed for other FutureGrid developers along with a simple graphing interface to view Netlogger data (developed using JSP and the Dygraphs Javascript library).  Two examples of Netlogger have been developed for Inca and are published at http://www.futuregrid.org/performance/netlogger.  We hope to add more data for other FutureGrid components to assess the usage of components and identify performance problems. Netlogger provides new features that are now available are support for AMQPreplacing TCP. It is using RabbitMQ. To facilitate better use, the FG Netlogger 

Monitoring Portal. We also worked with the Portal group to create a new view of the machine partition page to display to users when deciding on which machines to request access.  This page shows at table displaying the number of cores allocated to Nimbus, Eucalyptus, and HPC and can be found at http://inca.futuregrid.org:8080/inca/jsp/partitionTable.jsp. 

Vampir. The Completion of VampirTrace (09/10) and PAPI (12/10) milestones require installing software on each HPC partition. This is contingent on BCFG2 and software installation policies. As this task is not critical for Phase I it was decided to postpone this task.  

MISC 

Outreach:
We have met with the SAGA group and requested that they provide detailed installation instructions so we can distribute SAGA software with our images. The SAGA team was very glad to hear about our efforts of continuously supporting their mission. 

Support:
The support group was advised via Sidd M. and Jonathan B. to assure clear communication on how users obtain support and communicate this clearly through the Web page. TACC raised concerns about the support of Nimbus on FutureGrid, since the UC group deployed support of Nimbus related activities through a nimbus help email address rather than help@futuregrid.org. No solution to this has been identified. A similar issue was rasied in the operations committee where partners asked for guidance on how support is structured. We are looking to the support group for such guidance.

System Administration & Network Committee
Chair: David Hancock

Networking
· All FutureGrid network milestones are complete and networking is in a fully operational state.  
· IU GRNOC Xena testing has been relocated to Chicago (starlight).  
Compute & Storage Systems
· IU iDataPlex (india)
· FG environment is installed
· Additional HPC software is being configured/installed.
· System operational for early users
· New user home directory system has to be created and integrated to migrate old data
· IU Cray (xray)
· An additional service IO node is necessary to add dynamic library support and external Lustre file system capability.   
· We will pursue a quote and options from Cray if this functionality is desired and proceed with an internal proposal.
· System upgraded to CLE 2.2 update 02 & faulty CPU replaced on XT2 
· SDSC iDataPlex (sierra)
· System operational for early users
· UC iDataPlex (hotel)
· The cluster is now configured into a 50/50 split of HPC and Nimbus nodes
· Nimbus has been successfully installed and is under configuration management control
· Current list of HPC software installed
· System operational for early users
· UF iDataPlex (foxtrot)
· All nodes have been configured with Nimbus, 1 head node and 31 user nodes.
· System operational for early users.
· Hardware needs to be quoted for a storage system for this cluster as it’s limiting the Nimbus images.  Vendor quote has been requested but has not yet been returned.
· Dell system at TACC (alamo)
· System has been installed
· System has met acceptance targets and a report has been sent to the NSF for review.
· Cluster management and HPC software is being installed/configured

Training, Education and Outreach Services Committee
Chair: Renato Figueiredo

The TEOS committee has focused on refining the tutorials and indexing them on the FutureGrid web site, and coordination of efforts to consolidate information on activities/events at SC-2010. The following page provides links to a list of tutorials currently available: http://www.futuregrid.org/tutorials
Currently, tutorials focus on basic functionality of cloud provisioning systems (Nimbus, Eucalyptus), and the educational Grid appliance. Instructions on how to contribute with additional tutorials can be found in the TEOS page: http://www.futuregrid.org/outreach
The SuperComputing 2010 events/activities are being aggregated at the following Drupal page: http://www.futuregrid.org/sc2010. We will list activities at booths of participating FG institutions, list other institutions where early users have ongoing FutureGrid activities, and provide information on technical events related to FutureGrid

User Support Committee
Chair: Rich Knepper

FG tickets: 65 created, 28 resolved, 21 open, 16 new

KB articles: none submitted

· Team has met and divided up work to prepare for Nov 1 deadline
· Plan for content refresh, then larger-scale changes has been drawn up
· Software team is working on ldap integration and accounts management
· Tutorial and Manual information has been gathered and updated by
· Support and TEOS teams
· FutureGrid news and events coordinator (Helen) has received list of FG
· users and projects for spotlight articles.

User support efforts will be ramped up in PY2 and a new position has been submitted to HR for review and will be advertised soon.

Site Reports
University of Virginia
Lead: Andrew Grimshaw

We've had a very good two weeks.
Genesis II on India and Sierra: Genesis II endpoints on India and Sierra are back up after the maintenance interval on the two machines. Xray was still in maintenance. OGSA-BES endpoints successfully used by UK group to test their OGSA-BES client for interoperability testing for Open Grid Forum demonstrations in the Grid Interoperability Now (GIN) working group. Genesis II endpoints also being used by SAGA team - though no report as yet.

Genesis II over Eucalyptus: (Not funded by FutureGrid, but using FutureGrid as a testbed environment.) Basic capability internally demonstrated. Work halted during India and Sierra maintenance. Expect full capability demonstration for SC10. 

Genesis II on other FutureGrid resources: Now that India and Sierra have stabilized the Genesis II team would like to start up on the other resources: hotel, tango, foxtrot, and the HTC cluster (presumably running Condor?) 

UNICORE 6: Worked with UNICORE 6 team in Jeulich to get an instance of the latest version that supports OGSA-BES & HPC-Basic Profile operational. Became operational during the week of October 18. Interoperated with Genesis II client early in the week. FutureGrid staff then opened a port so external clients can connect. External client (Genesis II) tested October 22.
Endpoint reference (EPR) sent to SAGA and UK teams for external testing.
Expect successful test during the week of October 25 or November 2. 

Next steps: Work with software group (Gregor) and support group to construct useful and informative web page for external use of endpoints and to establish support mechanism via UVA.

University of Southern California Information Sciences
Lead: Ewa Deelman

· USC continued to participate in the following conference calls: FG All-Hands, FG Software and FG Performance. 
· USC continued to update its virtual machine images on FG Nimbus and Eucalyptus in preparation for a cross-cloud and –infrastructure workflow prototype run.
· USC worked with SDSC, updating the netlogger software installation on FG's inca.futuregrid.org monitoring system:
· Updated to the latest netlogger API for Java, Perl, Python and C.
· The Java API only supports AMQP to pass messages.
· Configured RabbitMQ AMQP message queue management system.
· AMQP is netlogger's preferred support path going forward. 
· TCP is the deprecated but current message path.
· Configured and installed netlogger to support AMQP and TCP.
· Provided prototypical event filtering into different back-end databases. 
· Reviewed the updated FG Netlogger How To Guide.


University of Texas at Austin/Texas Advanced Computing Center 
Lead: Warren Smith
Dell cluster:
· Configuration of the head node is mostly complete.
· Expect to begin configuring compute nodes for HPC-style usage in the next week.
· Continue to learn about Nimbus and Eucalyptus so that we can better decide which of these systems to make available to early users.
Experiment harness:
· Implemented a prototype that maintains a list of hosts allocated to an experiment by any Torque/Moab instance on FutureGrid. List of hosts is stored as a file.
· This file can then be used by TakTuk to access systems across FutureGrid that have been allocated to an experiment.
· Next step is to extend this to include the virtual machines available to an experiment.

University of Chicago/Argonne National Labs
Lead: Kate Keahey

· Released Nimbus 2.6 RC1-- among others, this release contains dynamic VMM node management and an upgrade tool requested by FG
· Finished implementing dynamic VMM node management features for Nimbus. This is an important building block for the dynamic provisioning features planned for FutureGrid; it allows nodes to be added to or removed from the Nimbus service without editing any configuration files or restarting the service. The interface is through a command line tool run on the service node. This tool is built to be easily wrapped by higher level services.
·  We installed the software stack in the standard location of all other sites (/N/soft), installed modules to replace softenv to be consistent with other sites, and created a private network and NAT for VMs.
· Initial work on integration with Inca for FG monitoring: advised Shava Smallen on writing Nimbus monitoring hooks for Inca and installed her scripts onto Hotel and Foxtrot
· Refinement of Nimbus FG tutorials: worked on incorporating some of Warren's suggestions into the primary Nimbus FutureGrid tutorial: http://www.futuregrid.org/nimbus
· Refinement of Nimbus configuration on hotel: extensions to private VM network configuration, rigging Nimbus account creation into LDAP hooks, and allocating more nodes to Nimbus due to heavy usage
· More early user project work and support thereof: using some of the hotel interactive nodes for scalability testing of software, as part of an SC poster.

University of Florida
Lead: Jose Fortes

UF has conducted studies to evaluate performance scalability and network performance on a Hadoop cluster across foxtrot, sierra, and hotel connected using ViNe. The experiments try to study the BLAST sequence alignment throughput with a large amount of VMs. Based on observations from this experiment, UF is currently investigating communication overheads/bottlenecks related to latency and throughput. We have observed low TCP throughput using default TCP parameters – we are first testing without any changes on TCP parameters. Latency and throughput are inter-related, but we are observing a very low throughput on UC-UF communication (even when testing using physical resources). We have also observed a high latency between UF-SD: a 65 ms rtt through Internet2, going through Houston, becomes around 130 ms on the FutureGrid network (there is not much that can be done in this case, since packets go through the Chicago main router, but it is important to characterize this delay).

The UF team has also worked on the reorganization of tutorials on the FutureGrid Web site and leading discussions on SC2010 activities in the TEOS committee.

San Diego Supercomputer Center at University of California San Diego
Lead: Shava Smallen

During the past two weeks, UCSD deployed a new Infiniband Inca reporter to execute ib_rdma_lat and ib_rdma_bw performance tools every five minutes after the ping Inca reporter started failing after a head node reboot.  Since its deployment, no problems have been detected. 

As part of our TeraGrid QA work, UCSD setup a new Nimbus VM on Sierra for testing of GridFTP 5.  A copy of the VM was also deployed to Foxtrot so cross-site transfers could be tested as well.

UCSD continues to lead the performance group activities.  Our contributions over the past two weeks include working with ISI to setup a Netlogger deployment for FutureGrid for passively collecting performance and usage data from FutureGrid components.  UCSD also wrote a Netlogger How To Guide and Admin Guide as well as a JSP graphing page for displaying Netlogger data.  Using Inca as an example, usage data is now being collected using Netlogger for Inca’s depot and consumer components.  UCSD also worked with University of Chicago to deploy a simple Netlogger script to report the number of running VMs on each Nimbus partition.  Modifications were also made to Inca’s web page for displaying machine partitioning information to be added to the account form page on the www.futuregrid.org website.  More details can be found in the Performance section of the Software report.  

University of Tennessee Knoxville
Lead: Jack Dongarra

Our first milestone for Future Grid focuses on getting PAPI working well for the FG user community on the FG infrastructure.  Although initially we may only be able to support PAPI on FG platforms without virtualization, the goal is to eventually provide as much functionality as possible in virtual environments.  We have surveyed existing work in this area and determined what is possible at the present time, which so far is very little.  Because the timers are virtualized to at least some extent by several virtualization engines (e.g., Xen, VMWare, KVM), we would currently be able to implement the PAPI timer routines (PAPI_get_real_usec, PAPI_get_virt_usec).  Hardware counters can be accessed system-wide in Xen by using Xenoprof, which is an implementation of Oprofile for Xen, but Xen does not provide the necessary support for a first-person interface to the performance counters  (e.g., saving and restoring the registers properly on domain switch).  Some success appears to have been obtained by Du, Sehrawat, and Zwaenepoel on reading the hardware counters from a process running in a VM when using KVM for virtualization.  However, we have been unable so far to reproduce their success or obtain their software.


Other Sites not reported
Center for Information Services and GWT-TUD from Technische Universtität Dresden (funding starts year 2)
Purdue University (unfunded)


