Concurrency: Practice and Experience

A Load Balanced Distributed Computing System

M. Bozyigit, J. Al-Ghamdi, M. Ghouseuddin, H. Barado

The main objective of this study is to transform a network of workstations into a load Balanced Distributed Computing System (LBDCS).  LBDCS is to improve the performance of generally underutilized timeshared workstations and highly CPU intensive independent or parallel applications.  It affects the initial placement of the tasks and task migrations later during their executions.  One of the important implementation features of LBDCS is that it does not use any intermediary such as PVM (Parallel Virtual Machine) or MPI (Message Passing Interface) for inter-Task communication.

It defines various metrics to characterize the level of load and dynamically monitors the system and applications to detect the load imbalances.  The employed load balancing algorithm makes use of predicted load indices which are computed as weighted averages of the past system and application loads.

Performance analysis of the system has been conducted using a number of hypothetical applications and two simple real life applications (in this case matrix multiplication and merge-sort).  Hypothetical applications provide flexibility for testing the system under tunable application conditions.  Using load balancing, an average speedup and efficiency close to 70% of their theoretical upper bounds are observed for different applications.
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