Service Management Frameworks Research Group – Global Grid Forum


Charter of the

Service Management Frameworks

Research Group

(Previously known as the Jini Working Group)

A. Mailing List and Website

An archived mailing list has been set up for this proposed working group, to enable participants to discuss issues of interest. Any interested parties may join the mailing list by sending a message to:

majordomo@gridforum.org
With message body

subscribe sm-frameworks

The group's website is at

http://www.mcs.anl.gov/gridforum/smf/
B. Description
This research group will address the technical issues and management concerns in the emerging ‘Service Oriented Grid Computing’ research community:

· The ability to support dynamic registration, discovery, binding and departure of services within a single framework.

· The ability for a service to detect the arrival of new services and their invocation mechanisms.

· To examine how different service management frameworks (e.g. application specific, technology specific or vendor specific) can be made to co-exist and interoperate. This will be supported by identifying common themes within these frameworks.
· Multi-protocol support within and/or between different frameworks.

· The discovery and federation of service frameworks through peer-to-peer or client-server interactions.

· Autonomous composition of services to meet the defined needs of the user.

· Definition and application of access and usage policies to manage federated ‘Service Grids’.

The Service Management Frameworks research group will address the broader issues within the management of Service Grids and therefore supersedes the more focussed activities in this area of the Jini working group. Collaboration with other organisations undertaking similar work will be encouraged, and form an important activity within this working group. More details of related activities is provided in C.1 below.
C. Goals and milestones
C.1. Goals. The group aims to explore features provided by service management architectures, and identify their benefits and disadvantages in Grid infrastructures. Topics of particular concern will be:

· Scalability

· Performance

· Security

· Data models

· Service flow models

· Interoperability and integration

· Portability

· Implementation issues

The group will aim to work closely with other groups within the GGF

· Open Grid Services Infrastructure

· Advanced Programming Models

· Grid Protocol Architecture

· Grid Information Services

· Grid Computing Environments

· Peer-to-Peer (proposed group)

and other industry and research bodies:

· Java Grande Forum (http://www.javagrande.org/)

· Peer-to-peer Working Group (http://www.peer-to-peerwg.org/)

· Nokia Developers Forum (http://forum.nokia.com/main.html)
· Jini developers community (http://www.jini.org/).

· JXTA development team (http://www.jxta.org/).

· W3C Activity on the Semantic Web (DAML + OIL)
Participants within the working group will be encouraged to develop prototype implementations in order to demonstrate new ideas. Group decisions will be based on a “rough” consensus. All participants will be required to place their work in the context of either Grid infrastructure or applications. Participants interested in providing particular applications will be especially encouraged to identify specific requirements that must be supported.

C.2. Deliverables

· July 2002

Re-launch this research group to existing and new members at the Global Grid Forum 5.

C.3. Further actions
Preliminary action items for the charter include (the charter should be discussed via the mailing list and during the next Global Grid Forum meting):

· Summer 2002 (GGF5) 

Discuss the construction of a test bed amongst the participants for the deployment and testing of service management frameworks.

· Fall 2002 (GGF6)

· Report on the test bed experiences and any issues that have arisen. Use the meeting to define a research plan to address interoperability and the elimination of test bed problems.

· First draft of a Service Discovery API. The API will define Java interfaces for a Service Discovery system. 
· Spring 2003 (GGF7)

· Completion of an information document relating to the testbed experiences. Draft of a research plan.

· Second draft of Service Discovery API, along with WSDL interfaces. 
· Other proposed activities

· A survey and taxonomy paper of different Service Management Frameworks (Jini, UDDI, Salutation, uPnP, e-Speak, etc).

· Investigation of independent cross-framework service discovery mechanisms.

· Investigation of inter-framework interoperability mechanisms.

We aim to publish the outcome of these activities as conference and journal papers.

D. Administrative Contacts

D.1 Chairs
Currently the group is chaired by

· Vladimir Getov <V.S.Getov@westminster.ac.uk>

· Omer F. Rana <O.F.Rana@cs.cf.ac.uk>

· Eric Sharakan <Eric.Sharakan@sun.com>
· Steven Newhouse <s.newhouse@doc.ic.ac.uk>
D.2 Global Grid Forum Steering Group contact
Ian Foster <foster@mcs.anl.gov>

Bill Johnston <wej@nas.nasa.gov>

D.3 Website
The web site is administered by Omer Rana 

D.4 Mailing List
The mailing list will be maintained by Vladimir Getov and Omer Rana, who will also moderate it if and when necessary to ensure constructive discussion between the participants.

E. References

  1. C. Catlett and Ian Foster, Grid Forum Guidelines and Procedures, version Oct. 16, 2000. http://www.gridforum.org/
  2. The Computing Portals Web Site, http://www.computingportals.org/
  3. Jini Technology, http://www.sun.com/jini/
  4. Jini community group, http://www.jini.org/
  5. Hewlett Packard Activity, http://www.e-speak.hp.com/
  6. Nokia Developers Forum,  http://forum.nokia.com/main.html
F. Authors

 Authors in alphabetical order:

  Vladimir Getov

  
School of Computer Science

  
University of Westminster

  
Watford Rd, Northwick Park

  
Harrow HA1 3TP, U.K.

  
phone:  +44-20-7911-5917

  
fax:    +44-20-7911-5906

  
e-mail:V.S.Getov@wmin.ac.uk

  
web: http://www.wmin.ac.uk/~getovv/

  Gregor von Laszewski

  
Mathematics and Computer Science Division

  
Argonne National Laboratory

  
9700 S. Cass Avenue, Bld. 221

  
Argonne, IL 60439, U.S.A.

  
phone:  +1-630-252-0472

  
fax:      +1-630-252-5986

  
e-mail: gregor@mcs.anl.gov 

  
web:    http://www.mcs.anl.gov/~laszewsk/


Steven Newhouse 

Department of Computing

Imperial College of Science, Technology and Medicine

180 Queen’s Gate

London, SW7 2AZ, UK

phone:  +44-20-7594-8316

fax:      +44-20-7581-8024

e-mail: s.newhouse@doc.ic.ac.uk

web: http://www.doc.ic.ac.uk/~sjn5

Omer F. Rana

  
Department of Computer Science

  
Cardiff University

  
PO Box 916

  
Cardiff CF24 3XF, U.K.

  
phone:  +44-29-20-875542

  
fax:      +44-29-20-874598

  
e-mail: o.f.rana@cs.cf.ac.uk

  
web:    http://www.cs.cf.ac.uk/User/O.F.Rana/

  Eric Sharakan 

  
Enterprise Server Products

  
Sun Microsystems

  
1 Network Drive, MS UBUR03-408

  
Burlington, MA 01803-0903, U.S.A.

  
phone:  +1-781-442-3136

  
fax:      +1-781-442-1542

  
e-mail: eric.sharakan@sun.com



1/4 


