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    Abstract - The asynchronous transfer mode (ATM) is a connection-oriented, cell-based transport service designed to carry a wide variety of applications including voice, video, and images as well as binary computer data, over a single, distributed, switched network. This will serve high flexibility with respect to the varying bandwidth requirements of the different services. ATM uses all information packetized and transferred as cells without flow control. This results a necessity for controlling the individual cell streams during the whole duration of the calls to ensure an acceptable quality of service (QoS) for all coexisting calls sharing the same network resources. This kind of control can be acquired by several policing mechanisms. This paper introduces several existent technologies and compares each mechanism. (Leaky Bucket, Jumping Window, Moving Window and etc.)

I. Introduction
[image: image1.bmp]NE of the main causes of congestion is that traffic is often burst. If hosts could be made to transmit at a uniform rate, congestion would be less common. Another open loop method to help manage congestion is forcing the packets to be transmitted at a more predictable rate. This approach to congestion management is widely used in ATM networks and is called traffic shaping. [1] Traffic shaping is about regulating the average rate of data transmission. Traffic shaping reduces congestion and thus helps the carrier live up to its promise between the user and the subnet. Multimedia data like audio and video real-time data demand QoS or the delayed transfer data would be useless.

    The simplest traffic shaping strategy is to allocate the required maximum bandwidth to every call regardless of its other characteristics, and to reject a call if the sum of all allocated bandwidth values exceeds a certain threshold defined by the bandwidth available in the network and by the QoS requirements of the calls (peak rate allocation). The purpose of more sophisticated functions is to allow more calls to coexist by exploiting the statistical multiplexing effect while still maintaining the required QoS for all existing calls. This multiplexing gain leads to a more economic utilization of the network resources.

II. The Policing Function in ATM Networks
    ATM has many basic characteristics such as the provision of broadband user access interfaces, packet-oriented information transfer without flow control between the user and the network, and the use of statistical multiplexing. Because of these properties, a call can exceed the negotiated traffic parameters up to the maximum capacity of the user/network interfaces and a new network function called “policing” function should be defined. This function controls the cell stream during the entire active phase of the call, and restricts the behavior of the traffic source to the characteristic negotiated in the contract. Thus, it will protect the network against excessive congestion resulting in a degradation of the quality of service for all connections sharing the same network resources.

    For protecting all network resources, the policing function should be located close to the actual traffic source. However, it has to remain under the direct control of the network provider. Depending on the customer access network configuration, the policing function may be performed on virtual circuits, on virtual paths, or on the total traffic volume on an access link within components like concentrators, local exchanges, and ATM cross-connects. This type of control function will also be needed at the boundaries of subnetworks belonging to different operators.

    To preserve the network and the coexisting connections, actions must be taken by the policing function after detecting a violation of the contract. The most obvious action that can be taken is to discard all cells for which a violation of the traffic contract has been detected. However, it has to be recognized that the set of policing parameters like average cell rate, peak cell rate, and duration of the peak, is not sufficient to completely describe the behavior of ATM traffic sources. Furthermore, not all of these characteristics may be known at call setup with the required accuracy and some of them may be modified before the cells reach the policing function. This results in a certain probability that the policing function makes a wrong decision and discards cells from a source that is in accordance with the traffic contract. As the policing function is a network function, the resulting cell loss work performance and must be kept in the range that is also accepted for the other network components like multiplexers and switching nodes. To achieve this objective, a certain margin has to be foreseen between the negotiated traffic parameters and the actually policed traffic parameters.

    Another policing action is to mark the violating cells for preferred deletion within the network in case of a congestion. This option requires that priority mechanisms be implemented within the network, which are able to distinguish between marked and unmarked cells. In this case, the violating cells produce unnecessary load for the network resources up to the point in the network where they are eventually discarded. During the periods of low network utilization, the probability of losing marked cells may be reduced. Therefore, other mechanisms such as volume-based charging must be applied to prevent users from taking economical advantage of this strategy by intentionally exceeding the contract parameters.

    The call control function can be informed about contract violations and take actions like punitive charging or clearing the complete call. Nonetheless, the reaction time in this case is too long to effectively protect the coexisting connections. Furthermore, these actions are rather drastic, so the probability for an unjustified application must be kept very low.

III. Policing Mechanisms
A. The Leaky Bucket Mechanism (LB)
    Like a bucket with a small hole in the bottom, the LB mechanism receives the arriving packets and sends them as regulated flow. If one or more processes within the host try to send a packet when the maximum number is already queued, the new packet is unceremoniously discarded. 

    The G/D/1-s delay loss system is a model for the violation probability of the LB mechanism, which is identical to the cell loss probability if violating cells are discarded. This model consists of a single server with deterministic service times (D), a finite capacity queue with s waiting places, and a general arrival process (G). The service time of the model is chosen to be equal to the decrement interval and the number of customers in the system (including server and queue) directly represents the state of the counter. Therefore, the counter limit N is equal to (s + 1). Solutions are known for the stationary system with negative-exponential interarrival times and for Bernoulli input.

    For the evaluation of the LB mechanism with a renewal input according to a general distribution, the analysis approach based on the workload in the system at consecutive arrival instants can be used. With

    D:
Deterministic service time for one cell

    An:
Random variable for the time between the arrival of the nth and the (n + 1)st cell,

an ( k ) = P { An = k },  0 < k <
Un:
Random variable for the amount of work in the system immediately before the

arrival of the nth cell,

un ( k ) = P { Un =  k }, 0 < k < ( s + 1) D

Un:
Random variable for the amount of work in the system immediately after the

arrival of the nth cell,

un ( k ) = P { Un =  k }, D < k < ( s + 1) D

s:
Number of cells that can be stored in the queue,

the equations for the random variables are given by

Un+1 = max ( Un – An, 0 )

    Un  +  D   Un < sD
    Un            Un > sD.
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The corresponding set of equations for the probability distributions can be solved iteratively. To obtain the stationary solution [ u (k) = lim n    un (k) ], a direct solution by using a linear equation system for u (k) is more efficient for moderate system sizes because the iterative algorithm converges relatively slow in the region of interest. The linear equation system for u (k) can be derived from (1) and is given by
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The first equation is redundant and can be replaced by the normalization condition for probability distributions.
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All system characteristics, such as the state probabilities at arrival and at arbitrary time instants, can be computed from the distribution of unfinished work at the arrival instants, which is identical to the waiting-time distribution for FIFO queues. In particular, the probability for a violation pviot can be computed as
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It should be noted that the G/D/1-s queue is only a valid model for the violation probability of the LB mechanism. No cell is actually queued and the resulting cell stream entering the network is not the output process of the queuing system.

B. The Jumping Window Mechanism (JW)
    The JW mechanism limits the maximum number of cells accepted from a source within fixed time interval (window) to a maximum number N. The new interval starts immediately at the end of the preceding interval (jumping window) and the associated counter is restarted again with an initial value of zero. Therefore, the time interval during which a specific cell is influencing the counter value varies from zero to the window width. The implementation complexity of this mechanism is comparable to the complexity of the LB mechanism. Counters are needed to measure the interval T and to count the number of arrivals, and variables are needed for the counter limit and the interval T.

    The probability that policing actions must be taken on a cell can be computed by using the counting process for the cell arrivals, which characterizes the number of arriving cells in an arbitrary time interval. 

    For general renewal arrival processes, the probability distribution of the counting process can, in principle, be obtained by using renewal theory. For a stationary arrival process, the probability density function a(n) (t) for the time until the nth cell arrival starting at an arbitrary point in time is given by
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with
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where a (t) and a* (t) are the probability density functions of the interarrival times and their forward recurrence time, respectively, is the mean arrival rate and the operator denotes the convolution. The probability distribution xn (t) for n arrivals in an interval of length t is given by
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where the A(i) denote probability distribution functions. The probability distribution of the counting process can be written in a recursive form as
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where A*(t) denotes the probability distribution function for the forward recurrence time of the arrival process. The Laplace transform for the distribution of the counting process xLT.n (s) yields
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where aLT.n(s) denotes the Laplace transform of a(t). The probability that a violation is detected by the JW mechanism is given by the mean number of policed cells divided by the mean number of arriving cells within the given interval
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The denominator of (10) is known to be equal to T. Reformulating the numerator results in
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where only the first N elements of the probability distribution for the counting process are necessary to calculate the violation probability.

    With the analog of (8) in the discrete-time case, the distribution for the counting process can be evaluated for general discrete distributions. The convolutions can be substituted by fast Fourier transforms and a complex multiplication of the distribution vectors in the frequency domain, which makes the algorithm more efficient.

C. The Triggered Jumping Window Mechanism (TJW)
    In the JW mechanism, the time window is not synchronized with source activity. So, the “triggered jumping window” mechanism has been proposed to avoid the ambiguity problems arising from the fact that the time windows are not consecutive but are triggered by the first arriving cell. The implementation complexity for this mechanism is comparable to the complexity of the mechanisms described above.

    The TJW mechanism can be analyzed in a similar was as the JW mechanism. The only difference is that the distribution of the counting process has to be calculated under the assumption that the time interval starts with an arrival event, which is also included in the cell count. After modifying (5) accordingly, by omitting the factor a* (t), the distribution for the number of arrivals in an interval of length t results in
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The violation probability for the TJW mechanism can be calculated from (10) if the modified distribution for the counting process is used. It should be mentioned here that the sums in (10) are finite for distributions with a well-defined minimum cell interarrival time and, therefore, an exact numerical solution can be obtained for these cases.

D. The Exponentially Weighted Moving Average Mechanism (EWMA)
The EWMA mechanism uses fixed consecutive-time windows like the JW mechanism. The difference is that the maximum number of accepted cells in the ith window (Ni) is a function of the allowed mean number of cells per interval N and an exponentially weighted sum of the number of accepted cells in the preceding intervals (Xi) according to the rule
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with
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which can also be expressed as
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where So is the initial value of the EWMA measurement. The factor  controls the flexibility of the algorithm with respect to the burstiness of the traffic. If  Ni is constant and the algorithm is identical to a JW mechanism. A value of greater than 0 allows more variable source behavior. Although the computation of Ni can be made efficient for special values of , the implementation complexity of this mechanism is slightly higher than for the previous mechanisms.

E. The Moving Window Mechanism (MW)
    The MW mechanism limits the maximum number of cell arrivals within a given interval T like JW mechanism. Each cell is remembered for exactly one window width is the difference. The arrival time of each cell is stored and a counter is incremented by one for each arrival. Exactly T time units after the arrival of an accepted cell the counter is decremented by one again. This mechanism can be interpreted as a window which is steadily moving along the time axis. This mechanism requires that the arrival times of up to N cells are stored for the duration of one window. The implementation complexity is, therefore, directly related to the counter limit and is considerably higher than for the other mechanisms, even for relatively low counter limits. Furthermore, the other mechanisms where the counter limit only influences the required range for the counter allow much more flexible dimensioning.

F. Fuzzy Policing Mechanism

    It is known that traditional policing methods are inefficient in coping with the conflicting requirements of ideal policing, that is, a low false alarm probability and high responsiveness. One of these solutions was suggested as artificial intelligence techniques in the field of fuzzy system. [4] Fuzzy Policing is a window-based control mechanism in which the maximum number Ni of cells that can be accepted in the ith window of length T is a threshold that is dynamically updated by inference rules based on fuzzy logic.

    The control is based on global evaluation of the behavior of the source from the beginning of the connection up to the instant in which the control is exercised. A period of high transmission rate is tolerated as long as the average rate calculated since the beginning of the connection does not exceed the negotiated value.

    The model of the fuzzy system, comprising the control rules and the term sets of the variables with their related fuzzy sets, was obtained through a tuning process that started from a set of initial insight considerations and progressively modified the parameters of the system until it reached a level of performance considered to be adequate.

IV. Conclusions

     This paper is a kind of survey paper, so, the analyzation of comparing each policing is not implemented. However, LB and EWMA are known as the most promising mechanisms among traditional policings. [3] The other window mechanisms are not flexible enough to cope with the short-term statistical fluctuations of the source traffic. Moreover, the MW mechanism is comparatively expensive to implement for a realistic parameter dimensioning. Though a paper claimed that the fuzzy policing mechanism is much better than conventional policing mechanisms, [4] the optimum dimensioning and the effectiveness of the mechanisms depends heavily on the characteristics of the traffic sources and their QoS requirements.
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