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    Abstract - The Internet is the most influential factor of the modern society. Many companies, organization and schools maintain web page for the direct sale, advertisement, or information services. Some of them extract various statistics who are customers, where they are from, or which software they use.  However, the number of reference done by robot agents may mislead the statistics or analysis. The object of this project is to find out the rules for the classification of the robot reference and apply to the sample data to get the pure user references for the appropriate information of web site.

I. Introduction
    Since the Internet emerged from laboratory, it has rapidly enlarged its territory. Especially, World Wide Web provides the environment of convenience to the ordinary people. Many companies, organization and schools operate a web server for the direct sale, advertisement, or information services. Each HTTP server can acquire some files to record who is visiting which page at what time and several other information. So, some of web managers analyze the log file and seek some useful information using various statistics tools or log file analyzer. However, many robot agents dominate the number of the total reference and the result of the analysis tool would give the manager the twisted data. As many managers are only interested in the human’s reference, the robot classification would be the useful method to provide the proper analysis of the web site visiting.

    In this project, the modeling for robot visit searching will be established by making some rules to find out which patterns of logs are those of the robot agents.

1. Robot Agent

    Web Robots are Web client programs that automatically traverses the Web's hypertext structure by retrieving a document, and recursively retrieving all documents that are referenced. The meaning of recursive here doesn't limit the definition to any specific traversal algorithm. Even if a robot applies some heuristic to the selection and order of documents to visit and spaces out requests over a long space of time, it is still a robot. 

Normal Web browsers are not robots, because they are operated by a human, and don't automatically retrieve referenced documents (other than inline images). 

    Web robots are sometimes referred to as Web Wanderers, Web Crawlers, or Spiders. These names are a bit misleading as they give the impression the software itself moves between sites like a virus; this not the case, a robot simply visits sites by requesting documents from them. 

2. Log files of an HTTP server

Most WWW servers execute NCSA’s Hypertext Transfer Protocol daemon (http). In turn, each copy of this daemon maintains four logs (accesses, agents, errors, and referers) that are written on the local disk of the associated workstation server.

In 1994, a group of server and analysis developers came up with the Common Log Format (CLF). This is a well-defined set of facts about each hit that a Web server processed. The CLF contains lines of eight fields as the follow table.

Item
Contends

Host
Client host name or IP address

Ident
Identity (user name) if available

Authuser
Authorization user ID

Date-time
day/month/year:hour:minute:second

Zone
Timezone: +dddd or –dddd

Request
The first line of the request, e.g. “GET / HTTP/1.0”

Status
Response status from server

Bytes
Number of bytes transmitted

Table 1. Common Log Format

Each field is separated by a single space. If a field is not known or available, a dash (“-”) is used as the field value instead. The ident field is rarely used, and authuser is only used at sites that require registration. 

    Many web sites collect the log file as data and many statistics programs analyze the hidden information and make graphs. However, it is not easy to catch up the robot site visiting automatically, so many analyzers just check the remote hostname or typical agent name and filter them from the input. Such processes are done by human operator after probing the log files. As the robot sites are changing their own remote hostname occasionally and temporary robots continually visit the web page, manual fixed filtering cannot catch up all the robots. As a result, the analyzed data or graphs are inevitably distorted by the web robots.
II. Some Rules for Classifying Robots
    There are standards for robot exclusion and they are included in “robots.txt.” If a group of accesses tried to refer the “robots.txt” first, it should be robot accessing except some exceptional cases. Some of rules for indicating robots are as follow:

· Many robots refer “robots.txt” first.

· Some agents denote themselves as robots.

· Many robots refer web pages fast and recursively.

· Some robots do not refer any graphic files.

· A remote site can be shared by several agents and browsers.

· Some robots do not show their agents.

· Some robots refer “robots.txt” first and do not refer it during several days.

· Some sites refer the web pages with general browser first and turn on a robot browser. Some of sites show up general browser again.

· Some general users refer the web page very fast and many times as a robot does.

· If a site referred the web pages without watching any graphic files, it should use the robot program. However, all such sites are not always used by robots.

· Some robots use ordinary agents but include signs of robot agent. (Some exceptional cases don’t have any sign. I just guess them robots because no reference to graphic files.)

· Some push service references use the same agents as in the above case. (It can be a robot, because it is not operated by a human.)

   As the small number of accesses of a robot does not much effect on the entire analysis, a specific number can be assigned for classifying a robot site. It will reduce the time to analyze the whole log data. 

