Engineering Interoperable Computation Collaboratories on the Grid – Advances in the DISCOVER Project. (C549)

General comments:

The paper is well organized and made interesting reading. I however have some issues that I have put forth in the technical issues part of my report.

Some typo suggestions

Page 2,6: 3rd party ( third party

Page 5: 4th line from the bottom ( The requirements of ….. as customized user level specific to each …..  Should this be : as customized user level services specific to ….

Page 11: sec 6.1, 2nd paragraph, Page 12 section 6.2, 1st paragraph:( 3 could be three 

Page 14 section 6.3.3 2nd paragraph ( “do not” instead of “don’t”

Page 16:There’s a typo in the heading for section 7 ( Should be An experimental evaluation.

Page 16, section 7.1 ( 2 could be two.

Figures:

After I printed the PDF document out, most of the diagrams seem smudged probably an artifact of conversion from the original document format to PDF. Though it didn’t hamper me at all from grasping the concepts, the authors should probably look into this issue.

Technical issues:

The authors referred (page 7, line 11) to servers in their model being light-weight, manageable. This does not seem to be entirely true, as from what I read I believe they have an ORB running at each server. 

On page 10: Clients using CORBA/IIOP to connect to servers may actually reduce latencies

This seems to be open to debate. Since clients need to have an ORB on their side to communicate in IIOP in which case the clients are not really lightweight. Plus, in the case of ORBlets that are setup inside browsers there is quite some time (usually a few seconds) involved in downloading the ORB inside the browsers Java VM

On page 11: section 6.1 2nd paragraph: There are 3 communication channels that are set up. Does this imply that there socket connections are initiated with the server? Or is this simply an abstraction. Also are any of these channels encrypted since some applications may be really sensitive to tempering of requests.

Further, there’s a reference to clients differentiating between messages employing Java’s reflection mechanism. This would, IMHO, increase communication latencies since the reflection process is a very slow process. Is there a reason why reflection needs to be used? Wouldn’t a simple investigation of message header would do.

Or are we constrained to do so, because all communication involves CORBA objects?

General question: Could a client connect to multiple servers? If so, is there a limit on preventing clients from doing so?

Page 12, section 6.2.1 : There exists methods for a client to query a server and obtain a list of users logged in? Do they also form a collaboration group. Is there a way to allow clients anonymity and prevent invasive communications from other clients.

Page 13, section 6.3.1 2nd paragraph: I was under the impression that an application is connected to a local server, access control etc. are much easier to implement in such settings. However, I see in this paragraph that it possible for the same application to be connected to multiple servers. What is the security strategy that would need to be in place to support such a scheme. It seems to me, that a distributed token/locking mechanism should also be present.

Page 14, section 6.3.3: All clients connected an application form a collaboration group. 

I believe an application could have multiple instances, similarly an application could be connected to multiple servers. I assume, the authors are referring to clients connected to an application instance forming a group. Since the same application instance could be connected to multiple servers would all clients accessing the same application instance from potentially different servers form a collaboration group. 

Results:

Section 7.3 (Evaluation of Server Memory requirements)

This was one area where I had some rather serious reservations.

Values returned by freeMemory(), totalMemory() as rightfully suggested are very approximate. Compounding the issue is the fact that the system thread which is responsible for returning these values are not always scheduled for running when the most intensive operations are performed. They at best return values after the CPU intensive operations are performed. Also, this value is ever changing and continuously decreases after an operation is performed. If the authors feel this is a crucial element of their test results what would be more appropriate is using the NT Task Manager like utility that would available on their system. Native system calls do help in getting this number down to a great degree.

Also, I believe the contention that actual values would be lower than plotted in the paper is open to debate. First if it’s a Java client one has to account for the JVM’s utilization too. Intuitively it seems the values should be significantly higher than the ones plotted in the paper,

Features of the Java Commodity Grid Kit (C536)

General comments:

The paper needs significant reorganization and re-edits. The paper has a lot of abbreviations/acronyms. I had the impression that there was one too many bulleted/numbered lists. At certain places the paper just turns into a javadoc of package descriptions. If possible, the authors should work on presenting the information in an alternate scheme. The work seems to be good, but substantial re-writes needs to be put in to salvage the paper. The paper seems to have been done in a hurry and the presentation of the work is poor. 

Overall the paper was a bad read.

Corrections/Questions

1) Misplaced comma page 3, line 7. Should have been protocols, some services …. I think.

2) Page 5: Should be Specifically by leveraging 

3) When the authors refer to IDE’s is it Integrated Development environments or interface development environment. The former is the most common usuage.

4) Page 9 before the second enumeration list. It should be “Projects currently using …”

5) In section 3, instead of using he for gender neutrality using his/her or their seems to be a better option. 

6) In section 3, servicerelated needs to have a space in between. Also please check this line to clarify content. Is it “implementations application portal. Also “Grid Services” appear twice in the enumeration.

7) Page12: Captions to a figure should appear below the figure.

8) Last line on page 12 should be re-worded. “by the community” appears twice. Comprehension is not easy.

9) Page 14. “Additionally, we have will provide” needs to be reworded.

10) The second enumeration on Page 14. Sentences should start with the upper case.

11) Page 14: The last line above table1 needs to be fixed for clarity.

12) Page15: Globus GSI, reference to abbreviation without the complete form first.

13) Page 18: Cog should be CoG (please fix similar such repetitions elsewhere.

14) Page 18: “one s” should be “one’s”

15) Page 18: “Comannd” should be Command

16) Page20: “Internally we distinguish the following components (Figure 5)”. Enumeration is missing. Refer to figure 5 for a list of …. Would be much better.

17) Page 20” “an own” needs to be fixed to “its” or the authors discretion to rectify sentence.

18) Page 21: Figure 5 is a bad figure with little readability. Font sizes could be improved in figures 5 and 6.

19) Footnotes to table elements in some of the tables need to be organized better. Could be confused with bulleted lists.

20) Also it would be a good idea to number sub-sections. Generally helps in the refereeing process.

A CORBA Commodity Grid Kit (544)

Typos & some suggestions:

Section 1: remote ( remo te

Page 14 ( 

-- : the document was probably typeset in latex probably a \ is missing. Should be just a dash.

“its” instead of “it s”

Since there are a lot of acronyms/abbreviations in the paper, the authors need to double check if they have been expanded prior to their use. Eg. GSI /GRAM on page 6 both of which are expanded on page 7.

Page 15: reference to Figure 7 is followed by two periods.

Figure  8 is referenced as Figure 88

Concerning Figures 5,6,7 it would help if they are “closer” to the places where they are referenced. The circles in 6,7 could be improved.

Technical queries

Handling Grid Security in CORBA:

· I would be interested in knowing the CA structure that has been proposed within the overall framework. Is there a CA structure similar to the X.509 standard, which has a hierarchical model for certification authorities. Is it possible to authenticate beyond the realms of individual CA’s since there is probably no root CA. Are Certificate Revocation Lists supported?   

· How long are the certificates valid for,  the duration of the session, a few days etc. 

· Either due to space constraints or due to some other reasons there seemed to be  little discussion on the security process. My reading gave me the feeling that deploying certificates was the panacea.
The authors have discussed the benefits of the Grid/CORBA combination. CORBA and Grid service both come with their own set of problems. The merger problem is not fully solved unless the conundrum involving drawbacks involving CORBA, Grid and their combination are fully addressed. Some drawbacks could be amplified, some eliminated – if that is the case, what are those. The combination itself would have a roadblock or two to scale, how are they addressed. 

A clear discussion on the type of communication libraries that need to be present at clients accessing such a merged model would be very interesting. 

The paper would be interesting once these issues are addressed.

