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Statement of Work

Geoffrey Fox, NPAC, Syracuse University, Syracuse, NY, Co-Lead Investigator

Syracuse will lead the computational science effort for GEM, which is described below. In particular Syracuse will design and implement the overall framework in careful consultation with the application team. We will establish with Caltech, design criterion for fast multipole algorithms and ensure their implementation fits into framework. We will work with San Diego and Boston in design of visualization support and ensure this fits into framework. The integration of data access and storage will be designed using a modern multitier architecture based on JDBC and Enterprise Javabeans. NPAC will generally be responsible for all GEM middleware.

 

C.3
Computational Science: Issues and Opportunities


This new computational challenge not only involves a problem of great interest to society and the earth sciences, but also can only be enabled by new research in computational sciences, with the development of new algorithms, computational environments, and hardware. The team must create a computational environment to understand the properties and predict the behavior of critical seismic activity - earthquakes. The complexity of the seismic computational challenge will entail the development of novel algorithms within software environments that support high performance, rapid prototyping of analysis and prediction environments, and integration of real-time data and simulations. One important feature that we can exploit is the lack of major large "legacy" codes and this allows us to adopt up front modern distributed object technology. We have used initial computations to estimate that simulation of fault systems, modeled with 107 segments requires machines of the one to 100 teraflop range. The uncertainty reflects the currently unknown requirements stemming from needed accuracy in simulation of the multiresolution physics of earthquakes. The development of a predictive capability will thus require enormous computational resources, which are comparable to those needed for the large-scale simulations of DoE's ASCI program. We expect such capabilities to be available from general facilities such as the Los Alamos Advanced Computing Laboratory (ACL), NPACI - San Diego, and NCSA - Illinois. Eventually one might expect to set up dedicated resources for earthquake prediction as planned in the major Japanese program in this area. Although these high-end machines may well be distributed shared memory, our software must support the increasingly popular clusters of PC hardware which provide cost-effective development environment. The many levels of complexities present in the current and future generations of New Computational Challenge simulations will demand an interactive team of earth scientists, physicists and computational scientists working together to attack the problem.


We have identified the following major components of GEMCI -- The GEM Computational Infrastructure.

1. User Interface

2. Non-local Equation Solver (Greens function)

3. Modules specifying local Physics and friction models

4. Evaluation, Data analysis and Visualization

5. Data storage, indexing and access for experimental and computational information

6. Complex Systems (Pattern Dynamics) Interactive Rapid Prototyping environment for developing new phenomenological models with their analysis and visualization.

7. Overall Integration of GEMCI into a problem solving environment


We intend to establish early on an overall Seismic Computational Framework, which will allow the team to develop separately different modules in a way that can be easily integrated together. The optimal methodology for this is quite uncertain but we expect to adopt the approach explained in a new book 'Building Distributed Systems for the Pragmatic Object Web' (co-authored by Fox and his colleagues http://www.npac.syr.edu/users/shrideep/book/ ). This melds Web (Javabean) and object (CORBA, COM) technologies with design frameworks coming from visual commodity component technologies. As most of our software will be built from scratch, we expect that we can establish and enforce reasonably uniform practices which will lead to GEMCI consisting at a high level of a set of coarse grain "Distributed Scientific Objects". These can be in any language (such as parallel C, C++ Java or Fortran) but with a uniform Javabean applet frontend. Note that cellular automate methods are natural for Fortran or HPF while the complex hierarchical data structures of the fast multipole method is much more natural for C or C++. Perhaps the interactive pattern dynamics analysis system will be a Java applet. These multi paradigm coarse grain objects will be integrated by either commercial CORBA or COM object brokers or using custom technology such as NPAC's WebFlow/JWORB which integrates Web CORBA and COM in a single Java Server (http://tapetus.npac.syr.edu/iwt98/pm/documents/hpdc98/paper.html ). This approach also naturally links databases, instruments and collaboratories with our computational modules and can be linked with approaches such as Globus (http://www.globus.org) to achieve high-performance. We note that we are working on Distributed Scientific Object standards in the international Java Grande Forum (http://www.npac.syr.edu/projects/javaforcse) and have initiated collaborations with Department of Energy scientists in this area. Our approach has a similar philosophy to POOMA (http://www.acl.lanl.gov/PoomaFramework/ ) and especially Nile(http://www.nile.utexas.edu/ ) and Legion (http://www.cs.virginia.edu/~legion/ ). In this proposal, we do not intend to assign significant resources to develop the computer science infrastructure for we using well established parallel computing techniques and imposing a uniform overall design framework to allow commodity distributed object systems such as CORBA to manage the coarse grain structure of GEMCI. We anticipate that a rich set of tools will become available to support this approach. Our clear separation of parallel and object technologies is not the most ambitious approach possible but ensures an excellent system, which can adapt to inevitable change with a modest level of effort.

DRAFT PERFORMANCE GOALS 

Year 1 Major Activities:
Computational Science, Software Support & System Integration:


1. Quasistatic Green's functions for other kinds of faults, and establishment of their basic multipolar representations


2. Prototype the fast multipole method with changes needed for GEM


3. Prototype optimal approaches for CA - type, TDW and Rate & State computations


4. Develop Seismic Framework with initial user interface and visualization subsystems.

Year 2 Major Activities:

Computational Science, Software Support & System Integration:


1. Develop and use a simple brute force O(N2) TDW and Rate & State solution system with fixed time and variable spatial resolution, based on adaptive methods


2. Test initial parallel multipole schemes with machine benchmarking


3. Incorporate multipole solver on an ongoing basis with friction laws, multiresolution time steps.

1. Integrate simpler simulations and data access into operational Problem Solving Environment (GEMCI) supporting distributed simulations, data analysis & collaborative visualization

2. Design and prototype initial pattern dynamics interactive environment

Year 3 Major Activities:

Computational Science, Software Support & System Integration:


1. Develop/implement operational Fast Multipole system in terms of full GEMCI


2. Investigate and prototype full time dependent multipole method


3. Fully integrated GEMCI supporting large scale simulations, data access and pattern dynamics analysis.

DRAFT MANAGEMENT PLAN


We base our management plan on experience with 1) current Grand Challenges and the well known NSF STC center CRPC -- Center for Research in Parallel Computation -- where Syracuse and Caltech are members; and 2) the Southern California Earthquake STC Center, for which Rundle chairs the Advisory Council. Rundle, the PI, will have full authority and responsibility for making decisions as to appropriate directions for the GEM KDI project. In particular he will approve budgets and work plans by each contractor and subcontractor. These must be aligned with the general and specific team goals. The PI will be advised by an executive committee made up of a subset of the PI's representing the key subareas and institutions. This committee will meet approximately every 6 months in person and use the best available collaboration technologies for other discussions. Fox will have particular responsibility for overall integration of the computer science activities. Other subareas include Statistical Physics Models (Klein), Cellular Automata (Giles), Data Analysis & Model Validation (Jordan), Parallel Algorithms (Salmon),(ADD Visualization NPACI). The expectation is that the executive committee will operate on a consensus basis. Note that the goals of the KDI project are both Scientific (simulation of Earth Science phenomena) and Computational (development of an object based Problem Solving Environment). The needs of both goals will be respected in all planning processes and contributions in both areas will be respected and viewed as key parts for the mission of the project. 


The executive committee will be expanded to a full technical committee comprising at least all the funded and unfunded PI's. The technical committee will be responsible for developing the GEM plan which will be discussed in detail at least every 12 months at the major annual meeting that we intend to hold for scientists inside and outside this project. As well as this internal organization, we expect DOE will naturally set up an external review mechanism. However we suggest that a GEM external advisory committee consisting of leading Earth and Computer Scientists should be set up and that it will attend GEM briefings and advise the PI as to changes of direction and emphasis. 


Finally, while the methods to be developed in the proposed work will be generally applicable, the initial modeling focus will be on one of the most well-studied earthquake fault systems in the world, southern California. For that reason, close cooperation and coordination is envisaged with the staff and management of the Southern California Earthquake Center. Coordination will be greatly facilitated since Rundle (PI) is Chair of the Advisory Council of SCEC, Jordan (Co-I) is a member of the Advisory Council, Minster (Co-I) is Chair of the Board of Directors, and Stein (Co-I) is an active member of SCEC.

INSTITUTIONAL RESOURCE COMMITTMENTS

TBD !!

