Statement of Work

Scope

NPAC shall develop distance computing and distributed computing technology for Sandia National Laboratories:

Distance Computing is centered on access to very large ASCI machines at Los Alamos or Lawrence Livermore National Laboratories with a smaller configuration available at Sandia. Sandia National Laboratories is working on a pilot project that requires capabilities to be demonstrated in September 1998. A longer term "production project" with a carefully thought through (Commodity) architecture is envisioned.

Distributed Computing is centered on the CPlant Project, which consists of commodity hardware with 

some combination of NT, Linux and Solaris basic operating systems.

Tasks:

A) Consultation on Commodity Technologies and design of architectures for systems of Interest to Sandia based on commodity technologies. As well as architecture studies for distance and distributed computing, this task could include training in general or specific commodity technologies.

B) Distance Computing 

The focus of this task is on high performance "interoperable/seamless" distributed objects for computation. Technology will be developed to allow users to access local or distant machines with the same interface and view access to data and computation as invocation of methods on "distributed scientific objects". However a critical capability will be high performance channels between machines and users and here the multi-tier separation of control and data transfer will be used. 

C) Distributed Computing 

The focus of this task is on building a commodity based distributed computing environment (HPcc) based on a web, DOWVM (Distributed Object Web based Virtual Machine), of JWORB (object web) servers running on the CPlant supporting both users and administrators. This will eventually support resource management, fault tolerance as well as visual user interfaces to computation as exemplified by our WebFlow system. This will be set up as a increasing suite of services built on top of DOWVM and could be viewed as the high performance component of WebWindows, which is the general vision of operating systems built on top of  Web Servers and clients. 

This task includes the capabilities of Task B but adds the significant administrative functions of a distributed operating system for CPLANT supporting multi-user high performance computations. It is anticipated that commodity high performance approaches such as VIA must be supported in DOWVM while the overall HPcc environment should include databases as well as compute services and build in requirements of design commodity design environments such as PRO-ENGINEER. Integration with systems such as PRE (Sandia object system) and COVISE visualization system may be relevant.

Property that may be Purchased by the Contractor:

None.

Deliverables: 

A) Commodity Architecture Design

 NPAC will use its expertise in Object Web technologies and produce proposed HPcc architectures supporting the specific Sandia needs in distance and distributed computing. We estimate this will need 3 trips to Sandia during this period.

B) Distance Computing Pilot Demonstration

NPAC will adapt the current support for distributed objects in our internal HPcc activity to demonstrate:

a) Java Applet front end controlling disparate back-end machines with machines and applications specified as objects.

b) The automatic invocation of high performance data transfer with the control remaining at the commodity tier. This would illustrate the HPcc approach to high performance CORBA.

c) The possible value of this architecture in providing high level but portable computing environment by porting to this Object Web architecture our DARP (user level debugging) and scientific visualization capabilities that we demonstrated on top of WebFlow at SC97.

C) Distributed Computing HPcc Prototype on CPLANT

NPAC will deliver a prototype DOWVM using a Web of JWORB servers running on NT and Linux. This will require CPLANT specific extensions of our current JWORB and porting it to Linux. This basic DOWVM will support two types of activities: user-level and administrative and we will demonstrate this with a set of skeleton services.

a) At the user level, we will demonstrate at a minimum the high performance data multiplexor service. This will invoke Globus or equivalent low level (MPI) high performance data transfer between separate parallel jobs running in different DOWVM partitions on CPLANT. The control mechanism will remain at the tier-2 level.

b) At the administrator level, we will supply a Java Applet interface to DOWVM, which will monitor (heartbeat) the system feeding back network and CPU performance information. This resource will be linked to a database linked via JWORD as a Corba Persistent Object Service and implemented as JDBC link to a relational database.

c) NPAC will adapt the deliverable B)c) (high level portable environment) and demonstrate that one use HPcc to integrate distance and distributed computing with a common user interface.

D) Reports

NPAC will prepare bi-monthly progress reports. These reports shall cover the work accomplished during the reporting period and shall indicate schedule, cost status, and compliance with contract requirements as well as any failure to comply. They shall also present current status and achievements and the best estimate of probable events during the next bi-monthly period. The reports shall be submitted both electronically by email (to alhale@sandia.gov) and on paper. Reports shall reference the project name and contract number. 

Completion Dates for Deliverables:

A) Appropriate interactions dates to be jointly agreed during the period

B) No later than September 22, 1998

C) No later than September 22, 1998

D) Five working days after the reporting period

Other Information:

Tasks B and C are specific tasks for the period through Sept 30, 1998. During this period, further discussions and evaluation of the initial deliverables will potentially lead to an appropriate statement of work for the following year within the scope described above.

This contract may be renewed for additional years by agreement of both Sandia National Laboratories and NPAC and upon acceptance by both parties of a suitable statement of work and budget for the successive years.

Contractor Technical Point of Contact:

Geoffrey Fox  gcf@npac.syr.edu,   http://www.npac.syr.edu 

Director of NPAC and Professor of Physics and Computer Science

Phone 315-443-2163 (Npac central 3154431723) Fax 315-443-4741

