A Vision for the PET Program

Goals

The vision of the DoD HPC Modernization Program is articulated on the HPCMO web page as follows:

“To enable the United States to maintain its technology supremacy over our adversaries in weapon systems design and to foster the flow of this technology into warfighting support systems by raising DoD's R&D performance computing and communications capabilities to a level equal to or greater than that available in the foremost academic research centers and industry.”

The Programming Environments and Training (PET) program has been established as a component of Major Shared Resource Centers to to enhance the productivity of DoD HPC users as research scientists and engineers. Enhanced productivity means that not only do their codes run faster, but that they can do better science because they spend less time programming, because they can easily collaborate with remote colleagues, and because they can couple code and data from multiple sources into meta-applications rather than just look at one small piece. PET addresses this goal by reaching out to the academic, industry, and other HPC-related government communities. The form of this outreach varies from MSRC to MSRC, but the goal is always to provide DOD with the best tools for its needs. Examples of what the PET approach can accomplish include:

•
Enhancing user capabilities for effective use of a new generation of scalable computers. To this end, PET universities provide training courses and on-site and off-site assistance for MSRC users (including tasks such as bringing innovative new methods to codes and bringing new software tools to bear on existing codes).

•
Creating an interlinked national-scale user community. To this end, PET universities investigate networking technologies, experiment with tested networks (such as links between vBNS and DREN), and develop interfaces for collaboration and interaction (such as web-based training formats and meeting software).

•
Enabling collaborative virtual teams to attack high-priority problems. To this end, PET universities build on the above technologies to create short- and long-term demonstrations of high performance computing, producing projects which can both serve as “worked examples” of important methods for DOD personnel and return important real-world results to DOD scientists and engineers.

DOD benefits from the technology transfer of academic innovation to DOD users, while DOD problem solving drives academic innovation. The seeds for many recent advances in computing technologies were sown by DOD thirty years ago. The early prototyping was done in universities, and the systems are now becoming available to industry. The PET program provides a highly leveraged method for transferring this academic experience base into the DOD mainstream. 

Strategy

To achieve the goals of the PET program, we need to coordinate activites on a broad variety of technologies. Furthermore, this coordination must take place on a PET program-wide basis. To that end, we have established with approval of the HPCMO, the MSRCs and the Integrators an Academic PET Coordinating Committee to provide high-level direction and cooperation for PET activities. The Coordinating Committee suggests overall coordination strategy, but does not replace normal management channels.

The membership of the academic PET coordinating committee consists of the lead investigator from each of the major PET academic partners, and the lead investigators from least two HBCUs. In addition, there is an Executive Committee that plans the activities of the coordinating committee and sets the agenda for the meetings. It consists of the academic leads from the four MSRCs along with a Chair and an HBCU representative named by the Coordinating Committee. Currenty, the chair is Ken Kennedy of Rice University.

The goal of this document is to lay out a vision for the PET program from the perspective of the Coordinating Committee. This vision is specifically tied to five technology component areas: collaboration and training technologies, metacomputing, system programming tools, application programming tools and technologies, and scientific visualization technologies. In addition, this document includes a vision for other issues related to the success of the program, including the participation of Historically Black Colleges and Universities and Minority Institutions, broad-based outreach to the DoD and national HPC community, and coordination of projects across the entire program.

Technology Components

Collaboration and Training Technologies

Deployment of high-speed networks provides many new opportunities for distance training, virtual meetings, collaborative planning, collaborative computing and collaborative visualization. 

The geographic distribution of DOD modernization training requires use of technology in developing, delivering, evaluating, and administrating this training, i.e. the needs of our DOD users require training anytime, anywhere, anytime. The goal of the PET training program is to provide quality courses, which evolve and change as the needs of the users and as implementation technology opportunities develop. Detailed goals of the training program are;

· Provide high quality content courses which address the changing needs of the users. Synchronous and asynchronous courses will be developed and delivered. The effectiveness and efficiency of these courses must have measurable outcomes, e.g. ease of use, increased productivity, etc.

· Provide a multi-user training system including; user training needs assessments, rapid course development and enhancement, course evaluation, and administrative support. The system will involve extensive use of developments in technology, next generation networks and evolving and new collaboration tools.

Utilization of technology tools for rapid updating and development of courseware will enhance cross MSRC PET cooperation and coordination.  Unique to PET involvement will be the extensive use of collaboration tools. Thus, there will be ongoing evaluation, development, testing, and deployment of commercial and research collaboration tools.  These tools will be used by other elements of the modernization program for, administration, enhanced economic teleconferencing, virtual meetings, collaborative application development, collaborative application utilization and enhance collaborative research projects.

By the end of the fifth year the integrated training system and collaborative tool sets will be available. System integration of the latter will probably not be complete. Success indicators for training will include both ease of utilization and training effectiveness and measured by assimilation and performance improvement. Measured productivity improvement will be the success indicator for the use of the collaboration tools.

Other cross-MSRC technology areas will use the training System and collaboration tools. Also, PET can demonstrate and be the vehicle for introducing the collaborative training system to the broader DOD community and others.
Metasystems

Goal: To construct a transparent computational environment consisting of thousands of hosts and billions of objects residing at both the MSRC’s and at user locations. These hosts will be connected in a loose confederation tied together with high-speed links. The user will have the illusion of a single very powerful computer on her desk. She will sit at her terminal and manipulate objects. The objects she manipulates will represent data resources such as digital libraries or video streams, applications such as teleconferencing or physical simulations, and physical devices such as cameras, telescopes, or linear accelerators. Naturally the objects being manipulated may be shared with other users, allowing the construction of shared virtual workspaces. It is the metasystem’s responsibility to support the abstraction presented to the user, to transparently schedule application components on processors; manage data migration, caching, transfer, and coercion; detect and manage faults; and ensure that the user’s data and physical resources are adequately protected.

The potential benefits of a metasystem to the scientific community are enormous: 

· more effective collaboration by putting coworkers in the same virtual workplace,

· higher application performance due to parallel execution and exploitation of off-site resources,

· improved access to data and computational resources,

· improved researcher and user productivity resulting from more effective collaboration and better application performance,

· increased resource utilization, 

· a considerably simpler programming environment for the applications programmers.

Interactions with other technology components: The metasystem acts as “plumbing” that connects applications and applications components such as parallel simulations and, for example, visualization tools. The metasystem will provide high-level abstractions that allow visualization components, collaboration components, and high-performance simulation components to interact with one another. 





There are two advantages with this approach. Today each tool and component area develops its own interaction mechanism typically using TCP/IP. Then, if they want to execute processes on remote machines they must build mechanism for starting, monitoring, and recovering remote processes when they die. This is shown in Figure 1-(a). By using metasystems software developers are freed from re-inventing the wheel and can concentrate on their software. Further, using the same underlying Metasystem software allows different components to interact at a high level. The analogy here is the power of Unix pipes and the ability to cut and paste between applications first popularized in the MacOS.

System Programming Tools

A key aspect of using HPC hardware is programming. We define a “program” as “a sequence of automatically-executed operations to solve a problem”, whether it be a complex CFD solver or a short script for filtering junk mail. “Programming” is then the act of constructing a program. “A programming tool” is  software that makes programming easier for the user. In some cases, such as a compiler, the tool makes programming possible; in some cases, such as libraries, the tool provides easier-to-use facilities for programming; in others, such as a performance profiler, it gives the user more information.  All of these are valuable functions.In this section, we examine general-purpose programming tools for programming a single machine; other sections examine software for specific applications (such as grid generators) and for distributed systems (such as infrastructure for metacomputing).

The overall goal of programming tools is to promote a uniform, high-level, easy-to-use environment for programming available to all MSRC (and,  ultimately, to all DOD) users. Some important subgoals of this include:

1. Promote efficient, abstract programming. This is done by supplying languages and systems which are programmed in terms of the problem domain and automatic or semiautomatic tools that produce efficient machine-level programs.

2. Enhance program understanding. This is done by supplying tools that collect static and/or dynamic data, relate the data to the original program, and present the data through visualization or some other easily-understood medium.

3. Support fast prototyping. This is done by supplying clear transition paths from more abstract programming paradigms to lower levels of the system. 

4. Establish standards for a uniform programming environment. This is done by supplying high-quality implementations of formal and informal standards, and by developing new standards as technology matures in relevant areas.

These goals will not be met by PET activities alone, for several reasons. First, PET is a technology transfer program rather than a development program; we cannot transfer technology that does not yet exist. Second, technology and requirements change over time; even if we could transfer all the technology needed for today’s needs, additional work would be needed in the future. Finally, development of robust programming tools takes significant time; the Modernization Program will end before all of the current technologies reach their final form. However, PET can make significant progress toward this common environment. It can leverage other government-sponsored research, such as DARPA projects. It can conduct ongoing surveys and other technology review activities to identify emerging technologies and requirements. It can put in place a framework and culture of technology transfer that will ensure DOD has a pipeline for future technology improvements. Overall, PET can take many short steps toward these goals.

Some examples of programming tools activities toward these goals are useful. Since the invention of FORTRAN in 1954, the trend in programming languages has been toward more human-readable constructs. Today, PET furthers this trend by training users in Fortran 90 (which includes abstract array operations) and C++ (which uses object-oriented programming to allow users to create their own abstractions). Often, these training sessions grow out of applications projects in which the PET members consult directly with users to determine their needs. Studies consistently show large increases in programmer productivity if they work in higher-level languages. The advent of symbolic debuggers in the 1970’s provided much-needed improvements in working on codes. Today, PET participants have been involved in the High Performance Debugger Forum to develop parallel debuggers. They also work to bring advanced performance tools such as Pablo to DOD users. Lastly, computing standards have proved their value many times, but require good implementations in order to have the most impact. PET encourages evaluations of implementations, and where appropriate recommends specific implementations for DOD use. For example, the MPICH implementation of MPI is often recommended for portability, although vendor implementations are predictably more efficient when they work.

Like all technologies, programming tools does not exist in a vacuum. Perhaps the closest connections are to the Application Tools technology area, which is a direct user of many programming tools. For example, data structure libraries such as DAGH must be designed to be compatible with advanced computational methods developed in the applications groups. An important future interaction is the emerging area of problem solving environments, which must leverage the best application-specific methods. The interaction with Metacomputing is also close, because tools such as parallel debuggers can also apply to distributed systems. A major emerging interaction is the field of data archiving, which includes both programming tools for accessing and using data and metacomputing support for distributing the archives. Scientific Visualization can help to provide easy-to-use views of data, including performance and monitoring data. The Programming Tools research thrust also provides a good deal of content to the Training group, as a tool does little good if nobody knows how to use it. Such training is particularly important to bring to the HBCU/MI component, to ensure that their graduates have access to the most up-to-date methods.

Application Programming Tools and Technologies

The goal of application programming tools is to provide the CTA-specific tools to solve advanced computational problems of interest to DOD. General programming tools, like those described in the last section, must be married with application-specific algorithms in order to solve real problems. Some examples of application-specific technologies include:

· Mesh generation software must take into account the geometry, physics, and solution methods of the problem being solved.

· Domain decomposition algorithms have proved their worth in grid-based CTAs, but require careful attention to the mathematical treatment of the interfaces between domains or the convergence rates can suffer.

· Scheduling for embedded systems is required for real-time SIP applications, but for few other CTAs.

This section will expand later.

Scientific Visualization

Goal: Visualization technologies are rapidly emerging as a critical element of systems to support the entire spectrum of CTA and DoD Grand Challenge problems.  In addition, this important technology area for PET is fundamental to many of the other goals and roadmaps in this document.   The long term integrated goal of PET visualization efforts is to develop families of visual problem solving environments supporting critical DoD requirements.   PET efforts will adapt visualization technologies, tools and techniques into a remotely accessible, platform independent, high performance parallel computing environment supporting interactive, collaborative, multimodal visualization of large data sets (LDS) and LDS-dependent simulations.

This vision and long term goal can be developed by a strong PET program in visualization that will:

· Dramatically evolve co-processing and computational steering environments enabling interactive multi-sensory analysis of complex simulations to productively solve DoD problems;

· Support  innovative visual exploration, interpretation and management of extremely large data sets generated by DoD researchers using large scale, multidisciplinary codes;

· Develop platform-independent tools for collaborative visualization and integrate them with other collaborative technologies to enhance productivity both locally and remotely across heterogeneous networks of computational resources;

· Apply emerging multimodal I/O techniques (e.g. speech, force-feedback, etc.) which will enable new ways of intuitively exploring relationships among multiple variables to enhance the application of complex simulation codes by DoD researchers.

Applications and Successes: Families of visual and multi-sensory problem solving environments must be rooted in the needs of CTAs communities and in applications that are critical to DoD.  Since visualization cuts across so many areas, a focus on a critical, but small, set of major computational communities will maximize the benefit the PET visualization program provides to DoD:

· Weather, climate, and environmental modeling:  This community is supported by the CWO and EQM CTAs.  It will transfer visualization technology supporting large-scale simulation modeling and multimodal representation of complex data. Projects such as the Chesapeake Bay Simulation have been extraordinarily important experimental testbeds for using immersive technologies, new coding and developing scalable analysis tools for very large data sets.  

· Grid and Geometric Modeling:  This community is supported primarily by the CSM, CFD and CCM CTAs.  It has been fundamental to addressing critical DoD problems included in many Challenge applications, such as armor piercing simulations, flight dynamics and materials design.  New visualization environments will enable adaptive, interactive and intuitive techniques to be brought into the hands of DoD researchers to understand problems with larger grids and coupled grids using multiple applications, and to study larger, more complex molecular systems.

· Simulation of Battlefields:  There are large DoD communities outside the HPCMO addressing simulation-based war gaming.  PET has the opportunity to introduce HPC tools coupled with advanced immersive visualization environments into this community with the support of the FMS and IMT CTAs.   The merger of scientific visualization and data-based battlefield rendering will have considerable impact on warfighter training and therefore on the longer term future for DoD.   Already, collaborating Immersadesks and PowerWalls provide a platform to interactively display and explore results of these simulations, while also displaying high resolution representations of complex physical phenomena. 

· Real Time Information:  As sensors and other data acquisition technologies evolve,  massive amounts of  real time information will need to be coupled into new classes of simulation modeling and analysis.  Adaptive information filtering, machine learning, visualization, and building real time tools to assist the warfighter and field command posts can be supported by various CTAs, including SIP.  This is a community which is growing within the DoD research and test & evaluation efforts and represents an opportunity for PET to make a significant contribution which will directly impact the warfighter.

Each of these targeted communities has both unique and common problems.  By focusing the visualization on classes of problems, the evolution of visual problem solving environments will supprot broader user communities, enhancing productivity, and leveraging other existing HPC programs.  This approach allows the participation of HBCU/MI programs as full PET partners through their technical expertise supporting each  computational community.
Roadmaps:  The PET team has developed a series of roadmaps, which are periodically updated, to communicate the strategy and approaches to it visualization efforts supporting each community, as well as describing opportunities for future efforts.  An overall roadmap was developed, along with individual area maps covering each of the computational communities described above, referencing related activities: http://www.crpc.rice.edu/DODmod/Visualization.html
Role of the Coordinating Committee

The purpose of the Academic Pet Coordinating Committee is to provide vision and national coordination for the PET program, to develop and encourage synergy among PET projects, and to identify impediments to achieving program goals and recommend ways to overcome them.

Specific activities of this committee are:

•
Observe and coordinate the PET program as a whole, ensuring that overall direction is consistent with the objectives of HPCMP and the specific MSRC contracts

•
Establish a PET program-wide information base on user needs and resources for addressing needs (e.g., software, algorithms, architectures) and outcomes of PET activities

•
Develop PET program-wide efforts by

•
Identifying areas of overlap and commonality

•
Identifying opportunities for integrated program-wide activities

•
Setting up working groups to ensure integration and coordination where appropriate

•
Monitor program-wide efforts in order to

•
Ensure balance among affiliates and MSRCs

•
Arrange for resource pooling within PET

•
Document shared accomplishments

•
Publicize shared successes, giving credit to all MSRCs

•
Identify and phase out program-wide efforts that may no longer be needed

•
Move toward a common infrastructure to support the S&T and DT&E communities

•
Ensure appropriate links to the national HPCC community

•
Identify structural impediments to progress and recommend ways to overcome or eliminate them

•
Meet regularly with representatives of the integrators, MSRCs, CTAs, and HPCMP office

Cross-MSRC Collaborations

A specific role of the Coordinating Committee is to identify and recommend cross-MSRC activities. New cross-MSRC activities will be adopted by the coordinating committee when

· Approval is proposed to the Chair of the Coordinating Committee by any member of the committee. A proposal should include, in addition to a description of the project, the names of the people who will carry out the work and the resources and support required of each MSRC.

· Upon recommendation by the Executive Committee, the proposal is approved by email vote of the Coordinating Committe.

· The proposal is approved by the government and integrator leads at the participating MSRCs.

All participating MSRCs will share credit in any success from cross-MSRC activities. The coordinating committee will document these successes and make sure that the government representatives are aware of them at evaluation time. At the same time, each MSRC needs to document successes on its own; the coordinating committee will document additional efforts, including proposing shared activities and contributions above and beyond the call of duty.

The Coordinating Committee will also consider impediments to cross-MSRC collaboration, and will suggest solutions.

Broad-Based Outreach

The Coordinating Committee will maintain web sites linking to documentation for all PET activities and inform mailing lists of updates to the material, particularly new cross-MSRC projects. In additon, members of the committee will from time-to-time brief members of the DoD and national HPC community on PET activities. A particular focus of such briefings will be to win support of senior leadership inside DoD.

Participation of HBCU/MI

Vision

The vision is to place HBCU/MIs in the academic mainstream of High Performance  Computing.

Goals

Integrate HBCU/MIs participation into DoD HPC Modernization Program.

Subgoals

1. Create and maintain pathways into CTA's at MSRCs and Distributed Centers for  faculty, staff, and students at HBCU/MIs.

2. Take advantage of the existing talent in the HBCU/MI in CTAs.

3. Enhance the capabilities at HBCU/MIs including infrastructure and expertise.

Issues

1. Need to enhance the existing infrastrcuture at  HBCU/MIs.

Interactions

HBCU/MIs are focusing on Distance Learning and Visualization Technologies. This provides interaction with all other university partners and MSRCs and Distributed Centers because these areas are prevasive throuhout the PET program. Moreover, HBCUs are involved with the MSRCs in IMT, CSM, CEN, SIP, CWO, and EQM CTAs. We are currently levaraging on several projects including:  AHPCRC, FedLabs, NASA, DoD, DISA, HEAT Center, COSMO, PRISM-D progran and ECRC.

Success Stories

Alcorn State University

1. On-site research with NRL-Stennis relating to sensitivity analysis of ocean model parameters

2. Participation in the HPC in SIP Forum at ARL

3. Faculty to participate in PET training on MPI, Scalable Computing with BSP and  Origin 2000

Clark Atlanta University

1. HPC Summer Institute (18 Students - 2 JSU, 2 FAMU, 14 CAU/AUC and Intership (2 CEWES) at DoD sites.

2. Damage structure assessment for CEWES.

3. Hosted and Chaired workshop on Web-based training education.

4. Exploitation of Parallel Computing Environments for Target Recognition (ATR) and Image Compression Applications (SIP) research with OSU and ARL.

5. Development of a Virtual Campus (VC) for distant learning and Reconfigurable Interactive Environment for Manufacturing Testing training and Simualtion (RIVEMTTS) for HBCUs/MIs.

6. Several presentation by CAU faculty/researchers at conferences and symposium.

7. HPC application to SIP, CSM and Fluid-Structure Interaction Problems.

Central State

1. Central State University hosted a Workshop on Web-based training which identified the status of Key HPC technologies inthe area. Areport summarizing their finding was prepared and put on the Web.

2. Central State University developed a training workbook for The SP 2. This workbook is Web based and will be used for user training.

Grambling State Univesity

1. SIP Research in conjunction with the NAVO SIP lead at Rome Laboratory.

2. HPC development.

3. Student training in HPC.

4. Development of a neural network driven engine.

Jackson State

1. Web Based distance learning class in collaboration with Syracuse University.

2. Hosted workshop on Web-based training education.

Morgan State University

1. Distance Learning emphasis in conjunction with Syracuse University, using TANGO.

2. Redesign of of network to include T1, to support DL requirements.

3. Presentation given by Morgan Sate faculty on HPC-based visualization in Computational Electronics and Nanoelectronics (CEN).

North Carolina A&T State University

1. Two faculty members and ten students participated in SC'97  and IOPADS in SanDiego.

2. Funding was leveraged to from the State of North Carolina to obtain an SGI O2 unit for scientific visualization.

3. Design for a flexible parallel library to test HPC architectures, using C++.

Tennessee State University

1. HPC Software Usibility

2. SIP Research

3. HPC Training

4. Participation in Legion Workshop at UVA

Summary

The PET program is an excellent opportunity for DOD to reap practical benefits from its past investments in computational technology. To get the most out of this technology transfer, the academic partners must present a clear, unified vision which is responsive to DOD needs and smaller, discrete steps toward that vision. We have divided the overall vision into several technical areas:

· The goal of the PET training program is to provide quality courses, which evolve and change as the needs of the users and as implementation technology opportunities develop.  Closely related to this is the ongoing evaluation, development, testing, and deployment of commercial and research collaboration tools to form a unified teaching and collaboration environment.   

· The goal of the Metasystems thrust of the PET program is to construct a transparent computational environment consisting of thousands of hosts and billions of objects residing at both the MSRC’s and at user locations. As the infrastructure of this system becomes available, it will be useful for computational experiments, collaboration, and innovative projects merging the resources of several MSRCs.

· The goal of programming tools is to promote a uniform, high-level, easy-to-use environment for programming available to all MSRC (and,  ultimately, to all DOD) users. Toward this end, the PET team will evaluate, promote, and train users in advanced languages, libraries, systems, and (ultimately) problem-solving environments.   

· The goal of application programming tools is to provide the CTA-specific tools to solve advanced computational problems of interest to DOD.

· The goal of PET visualization efforts is to develop families of visual problem solving environments supporting critical DoD requirements.   PET efforts will adapt visualization technologies, tools and techniques into a remotely accessible, platform independent, high performance parallel computing environment supporting interactive, collaborative, multimodal visualization of large data sets (LDS) and LDS-dependent simulations.
The best plans, however, will not matter if their implementation is half-hearted. For maximum impact, the PET Academic Coordinating Committee will actively encourage collaborative projects. Moreover, that committee will review potential projects and make sure that all potentially interested parties are aware of ongoing plans. Such collaborations need not only involve the MSRCs and the lead academic institutions; involvement of HBCU/MI partners will provide substantial value as well.

(b) Metasystem software allows applications and tools to interact.





(a) Current state-of-the-art, everyone builds their own abstractions.





Figure 1 – Metasystem software acts as “plumbing” – managing communication, object/process instantiation, object migration, binary file migration, faults, authentication, etc.








