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1.
INTRODUCTION

1.1
Purpose of this Document

The purpose of the Optimus ARCTM Project Charter Document is to establish the Charter for the XII Demonstration project.  This document will serve as the primary input for the discussion, agreement, and sign-off relative to project definition, direction, and deliverables. The intended audience for this Charter is the XII Project Team.

This Charter document is intended to provide a clear view of the XII demonstration project’s objectives and expectations.  Project constraints, assumptions and concerns are identified in this document along with the various project roles and responsibilities. The initial project plan and the Project Change Control procedures are attached for review and comment.

1.2
Project Background

Extreme events are large-scale incidents that risk major loss of life, property, and the general well being of our citizens.  These events include domestic acts of terrorism, major natural disasters, and manmade accidents of significant consequences.  Such incidents necessitate precise action coordination between military, federal, state, and local agencies, many of which may not interact on a regular basis, to effectively perform seamless crisis and consequence management.

Military, Emergency response, emergency management, and Government Leaders recognize the need for an information system that will facilitate a quick response to an incident of this level and manage assets effectively.  It is also well known within this community that the system in place is insufficient to meet the needs of an extreme event.

Increased terrorist activity in this country has brought the need for the development of interoperable communications to the forefront. The proliferation of nuclear, biological, or chemical (NBC) weapons and their means of delivery is not a hypothetical threat.  More than 25 countries have — or may be developing — NBC weapons along with the means to deliver them.  In addition to terrorism, the threat of military use of nuclear biological or chemical weapons on a domestic target cannot be dismissed as fantasy.   It is an issue of immediate concern that chaos would surely ensue with the inadequate system in place today.  

To address this urgent situation, the National Institute for Urban Search and Rescue (NI/USR) in collaboration with the Defense Information Systems Agency (DISA), technology consultants, military and emergency management leaders, as well as corporate and government sponsors have embarked on the XII Proof of Concept Project.  This project will demonstrate XII, an information system that can provide integrated crisis response and consequence management information at the right level of abstraction needed to drive effective human-computer interfaces on the users' workstations.

1.3
Project Summary

1.3.1
Project Overview

The Xtreme Information Infrastructure (XII) Project undertaken by NI/USR involves the development of a large-scale coordinated National Inter-Agency Response System. The mission of the Xtreme Information Infrastructure project is to provide an information infrastructure to broker data and information quickly enough to influence and minimize loss in a life-or-death extreme event.  The XII Intelligent Data Fusion System resolves the problems of heterogeneous databases by utilizing commercial off the shelf (COTS) technology to provide a service layer that isolates the rigidity of legacy data applications from dynamic changes in real-world environments. Modules in the XII Intelligent Data Fusion System gather data from myriad collection of dispersed sources and intelligently transforms the heterogeneous databases, stovepipe applications, sensor-based subsystems and simulations, unstructured data, semantic content, into virtual knowledge bases. The XII Proof of Concept will demonstrate our approach and methodology for the integration and intelligent fusion of the disparate domains. 

1.3.2
Participation and Partnerships in this Project

Over the years we have had a revolving series of supporters and participants in the XII architecture project.  The 1998 list of 156 persons in the XII Network appears as Appendix D in this document. Key Groups have taken lead roles as co-partners in the XII effort. They are:

· The United States Air Force (user sponsor and will provide the participating forces)

· The United States Marine Corps

· The Defense Information Services Agency (DISA)

· The National Emergency Management Association (NEMA)

· The National Institute for Urban Search and Rescue (NI/USR)

Additionally, to facilitate the establishment and growth of partnerships in information exchange within the federal government, the Government Information Technology Services  (GITS) Board is coordinating an intergovernmental effort to prepare information technology systems to operate in a coordinated, interoperable mode by the Year 2000 for the day-to-day business of government.

In the XII architecture, the interlinking of all "stakeholders" in the protection of life and property: federal, state, local, military, commerce, utilities, public and private interests, can communicate within secure boundaries in the urgent response to a terrorist threat for both Force Protection and civilian risk. With minimal expansion and additional buy-ins from any remaining stovepipes, a national target date for implementing such a capability can be realized.

In order to facilitate the acceptance of such an interlinking architecture as XII, the National Association for Urban Search and Rescue and the National Emergency Management Association (NEMA) have engaged in a series of meeting, symposia, conferences and demonstrations over the past three years. 

1.4
Development Approach

1.4.1
Phased Development Plan

NI/USR and Optimus Consulting Group has divided the XII Project into five phases:

Phase I: Assessment and Planning

In the first phase, a project plan and preliminary system architecture will be developed and documented. (Completed)

Phase II: Proof of Concept  

The second phase of the project will be devoted to developing the Proof of Concept and demonstrating the system at Hanscom USAF. 

Phase III: Initial Operating Capability  

The third phase of the project will involve integrating selected interfaces and constructing an IOC to pilot XII.

Phase IV: ACTD  

The fourth phase will develop XII as outlined in the USAF ACTD and National Guard ACTD. Inclusion of XII as part of JWID '98 and JWID '99 is anticipated.

Phase V: Production Rollout  

To Be Determined. 

1.4.2
Optimus ARCTM Joint Planning Overview

A successful project cannot be completed without a clear direction with consensus from all the sponsors, measurable critical success criteria, clearly established roles and responsibilities, and a detailed project plan with accurate resource allocation. Utilization of Optimus ARCTM Joint Planning sessions and workshops is an approach that allows all project participants to provide key inputs into planning, development, and outcome of the project.

1.4.2.1
Optimus ARCTM  Joint Charter Planning (“JCP”)

Optimus ARCTM JCP sessions will accomplish the following:

Clearly Identify Roles and Responsibilities (Draft Completed Herein)

· Identify Project Sponsors, Steering Committee, Program Managers, Project Managers, and Architects

· Identify Project Charter Signoff authorities

· Identify Participants for Project Charter

· Identify Participants for Joint Requirement Planning

Produce a Project Charter Document that contains: (Draft Completed Herein)

· Project Direction: Mission, Critical Success Factors, Problems, Benefits/Goals, Assumptions, and Constraints

· Roles and Responsibilities of all participants and team members (For Review Herein)

· Project Sponsors and signoff representatives (For Signature Herein)

Sign-off requirement

At the end of Joint requirement planning, charter sign-off is required from all the project sponsors.

1.4.3
Charter Participants

Name
Organization

Armstrong, Troy
OES, State of California

Baechel, Ken
Community Alert Network (CAN)

Bott, LCOL. C
Marine Corps Warfighting Lab

Brown, LCOL. Jerry
Marine Corps Warfighting Lab

Carlson, David
Logicon

Chao, Shepperd
Optimus Consulting Group

Chao, Woodrew
Optimus Consulting Group

Crocker, Lane
Criminal Justice Institute

Fox, Dr. Geoffrey
University of Syracuse, NPAC

Don Graham
Sequent

Gray, John
Essential Technologies

Harris, Dick
Sequent

Herman, Scott
BTG

Howley, Tom
Mitre Corp., Hanscom AFB

Kieffe, Kristen
Niusr Interne

Lewark, Edison
USCG

Lough, Col. (Ret.) Keith
USAF, NEMA

Louie, Dr. Jen "Ed";
Nautilus Systems

McCoy, Lois Clark
NIUSR

Dr. McVittie, Tom
NASA/JPL

Nelson, Joe
Sequent

Ong, Jay
Optimus Consulting Group

Pearce, Jeff
IBM

Pedersen, Capt. John
USMC, CBIRF

Peter, Col. Russell
USAF, Hanscom AFB

Picanso, Col. Richard
USAF, Hanscom AFB

Podgorny, Dr. Marek
NPAC, Univ.Of Syracuse

Ylvisaker, Ivar
DISA




2.
CHARTER

2.1
Mission

Xtreme Information Infrastructure (XII) Mission

The mission of the Xtreme Information Infrastructure project is to combine existing technology within DOD and private industry to provide a method for response agencies (military, federal, state, local and private industry) to communicate with each other without disrupting their internal information infrastructure systems.  Xtreme Information Infrastructure will provide an information infrastructure to broker data and information quickly enough to influence and minimize loss in a life-or-death extreme event.  XII will provide the right information to the right people within the "action cycle" to ensure a rapid, integrated, all level response during major disasters which in turn will minimize the loss of life and property.

XII Demonstration Mission

The Mission of this project is to design, develop, and implement by May 12th a Proof of Concept to demonstrate an integrated command, control, coordination and communication system that links local, state and federal civil and military agencies for a coordinated response to extreme events.

2.2
Success Criteria

The system must demonstrate the ability to broker data and information

· Demonstrate ability to inter-link across disparate systems and media types (from military and domestic entities)

The system must demonstrate the ability to influence and minimize loss in an extreme event.

· Provide data in a timely manner (near “real-time”)

· Provide timely information to decision makers

The system must demonstrate reliability, availability, and serviceability of the system to support response in a life-or-death environment.

· The system must be a non-stop mission critical system (no single point-of-failure)

2.3
Constraints, Assumptions, and Concerns

Constraints

· Demonstration phase will be self-funding.  

Assumptions

· All work performed in the past will be reviewed.

· Not all work performed in the past will be applicable to the May IOC.

· Scope change orders will be processed and approved within a 24-hour period.

· Document “sign-off” will be processed within a 24 hour time period.

Concerns

· Manageable scope for Proof of Concept.

2.4
Project Objectives

The objective of the XII Proof of Concept is to provide an open COTS environment for all stakeholders to use a Web-based communications system. In spite of previous efforts to attain such a capability, the need for real-time communications in response to extreme events has been generally unrecognized in the civilian community.  In its own best interest the domestic agencies and the military must establish, at the lowest possible cost, the additional capability of coordinating military efforts and needs with the domestic systems and agencies.

The objective of the XII Proof of Concept is not to develop new technologies; instead, it is to refine and integrate matured COTS technologies and developing CONOPS for new and optimal functionalities. These technologies will be transitioned through the Defense Information Systems Agency's (DISA) LES into the Global Command and Control System (GCCS) and the Global Combat Support System (GCSS) core services for export to other users. The XII Proof of Concept fully intends to exploit the information-based services from a variety of sources.

2.4.1
Operational Benefits

Specific operational benefits of the XII Proof of Concept are CONOPS that include the following: 

· An integrated, common operational perception of the battlefield for force protection defense purposes

· Interlinked Systems to provide an integrated, common perception of the extreme event 

· Shared distributed databases and interacting plans 

2.4.2
Goals

To fulfill this objective, the XII Proof of Concept has the following goals:

· Extreme Event Situation Awareness

· Integrated Information Dissemination

· Interlinking of Disparate System

2.4.2.1
Extreme Event Situation Awareness

The XII Proof of Concept will provide an unprecedented level of extreme event situation awareness information to the emergency personnel at the site of the extreme event (“First Responders”) in near real-time. To accomplish this, the system will:

· Permit Command Center Personnel to customize their information systems for optimized functionality.

· Provide First Responders with a visualization toolkit that allows them to customized information displayed to enable a more comprehensive awareness of the extreme event situation.

· Provide an accurate, timely, and consistent picture of the extreme event  to First Responders.

· Allow all stakeholders access to key transmission mechanisms and worldwide data repositories.

· Use the data accessed via the information dissemination management services to create a graphical depiction of the current situation that is consistent across services and up and down echelon within each service and is linked to a variety of supporting information. 

· Allow the user to tailor his view of the extreme event by drilling down through the supporting information infrastructure to display and manipulate the underlying data

2.4.2.2
Information Dissemination

The XII architecture provides information dissemination management services that work primarily via “smart push” of information, but it also functions via “First Responder pull” as a secondary method of information access, using multi-casting technology.  Both methods allow for accessing multiple data sources including national and theater intelligence, operational data, and logistics information.

“Smart push” information dissemination follows Command Center information dissemination policies, which determine the information, required by a First Responder or Forward Commander using standing profiles.  Required information is gathered from multiple data sources and automatically “pushed” out to the First Responder.  “Smart push” intelligently manages information by integrating related data, multicasting, and filtering information received by the First Responder. 

In case the information “pushed” to the First Responder is insufficient, “First Responder (Forward Commander) pull” allows the First Responder to request and receive any available additional information.

The smart push capability also allows near real-time information from the field to be pushed up the chain to Command .

2.4.2.3
Interlinking of Disparate Systems

During its examination of government operations, the National Performance Review noted that today there is a lack of coordination exists among federal, state, and local governments. There is no interlinking communications architecture, no bridge that permits sustainable joint operational response between and among these groups and their resources.

XII is the bridge that will interlink the disparate systems operated by federal, state, and local governments. XII will intelligently process, combine, and abstract useful knowledge from heterogeneous data sources - sources which use different interfaces, query languages, data structures, terminology, and semantics to represent the same information. It is into this XII backbone that the various proprietary domestic nodes, such as those of the FBI and FEMA, will interlink their C4I with state, local, private and military resources in extreme events.

2.5
System Objectives

· Improve accessibility of Data and Information.

· Provide data sharing with zero modification to existing applications

· Improve communication

· Provide Timely Data

· Improve and standardize data

· Processed Data & Event

2.5.1
System Goals

The solution must have the following characteristics:

Extensibility

· Flexible enough to easily accommodate new business requirements

Scalability

· Able to scale smoothly from supporting relatively-small to very large volumes and processing demands

Openness

· Architecture must be based on optimal openness to take advantage of the evolution of technology, while minimizing transition costs and interoperability problems

Proven

· Avoid taking on additional risks with technology that has not been field-proven

Data Accessibility

· Allow users to access data easily and rapidly

2.6
Project Management

2.6.1
Oversight Committee

The National Institute for Urban Search and Rescue (NI/USR) will head the oversight committee.  It will include representatives from the sponsoring user organizations, they are as follows: USAF Force Protection, USMC Warfighting Lab and Defense Information System Agency (DISA).  It will also include a representative from Optimus Consulting Group as the development organization and a representative from the USAF as the technology transition organization.  Representation from other potential “user” commands will also be solicited to participate.

2.6.2
Executive Agent

Optimus Consulting Group, LLC is the lead development organization and executive agent for day-to-day management of the XII Proof of Concept Project. The XII Proof of Concept Chief Architect is Shepperd Chao. He will have collateral duties as the XII Proof of Concept Demonstration Manager.  NI/USR will have a Program manager to monitor the progress of the project.  Optimus Consulting Group will manage the day to day project activities and supply the following project coordination services:

· Develop a project schedule

· Manage all project stages

· Produce weekly status reports

2.6.3
Industry Cooperators

The President of MANTECH Systems Engineering Corporation, VADM. Jerry O. Tuttle, USN (Ret.) has been a force behind XII for the past five years.  MANTECH has assumed the lead industry role for XII.  In addition, Sequent, Oracle, IBM, and Essential Technologies are supporting XII and this Proof of Concept.

2.6.4
Executive Sponsors

Executive sponsors have the responsibilities to: 

· Sign-off on deliverables

· Measure project success

· Provide high level requirements

· Secure funding

· Be available for consultation

Executive sponsors include:

· Executive Board of NI/USR

· XII Oversight Panel

· Col. Keith Lough (NEMA and NI/USR)Lois Clark McCoy (NI/USR)

· Col. Russell Peters (USAF)

· Col. Anthony Wood (USMC)

2.6.5
Program Manager

The Program Manager has the responsibilities to: 

· Manage user expectations

· Prepare and deliver periodic reports to the Oversight Panel, other reviewing authorities, and Congress, if required.

· Assume the role of the Domain Knowledge Gatekeeper

The Program Manager is:

· Col. (Ret.) Keith Lough (USAF, NEMA)

2.6.6
XII Senior System Integrator

The Senior System Integrator Ivar Ylvisaker will provide day-to-day coordination and management of the DISA integration of the following systems.

· Project Plan for the XII System Integration

· DII COE

· Tango

· RIMS

· E/R Link

· CUBE

· DISA

· COP

· USCG 

· DISA Interfaces

2.6.7
XII Chief Architect and Chief Implementation Architect

The XII Chief Architect, Shepperd Chao, and the Chief Implementation Architect, Woodrew Chao will provide day-to-day coordination and management of the development for the XII Core system. Together they will prepare and deliver periodic reports to the Program Manager.  Following are the core development tasks:

· Analysis, Design, and construction of the XII core system

· Process, Data, Technical, and Application Architecture of the XII core system

· Project Plan for the XII Core System Development

· Data Fusion Setup Configuration, and customization

· System Management Setup, Configuration, and Customization

· Intelligent Message Dissemination

· EIS Infobook

· USMC Shared-Net

· Sequent Hardware and Software

· RIMS

· BTG JDISS

· National Guard "Guard Net"

2.7
Project Plan

The project schedule for the XII Proof of Concept is shown below: (Read in Microsoft PROJECT)
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2.7.1 Estimated Start and Completion Dates 

· Building to Demonstration Start-Up 5/12/98

· The start date is November 14, 1997.

· The completion date is May 12, 1998

3.
Concept and Technical Approach

The product of this project will be an enhanced emergency information management system, built on state-of–the-art but proven technologies, that will provide Emergency Responders at all levels with the right data at the right time. This system will be easily usable by all Responders for real-time operations, contingency planning, training, and interactive exercises.

3.1
XII Systems Description
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The wide acceptance of Internet technology in the everyday life of the military, government, and industry provides a common technology open to everyone. Therefore, the XII architecture will leverage the Internet model as the basis for its products and services and extend it to provide additional functionalities.  A common set of network services will be layered on top of this environment to achieve the goals of the XII system.  The layers are grouped into five major segments of functionality: 

· Situation Awareness Applications

· Information Dissemination Services

· Integrated Dynamic Database

· System to System Data Fusion

· Communications

3.1.1
Situation Awareness Applications

The Situation Awareness Applications layer represents the various existing and evolving applications that will use the XII communication services and the Integrated Information Dissemination Services.  These applications are grouped into two broad categories: Extant, and Integrated.  The Extant application group consists of existing DOD and COTS systems that are being integrated into the XII system to run on top of the Communication Services.   The Communication Services are being designed to support these applications without modification.  Examples of Extant applications being integrated into the XII include such COTS application as EIS/GEM Infobook and NPAC's TANGO. The second type of applications is called Integrated Applications.  These applications have been modified or developed to interact with the Intelligent Information Dissemination services.  An example of an integrated application program supported by XII is the Common Operational Picture ("COP").  

3.1.1.1
Command and Control Software

XII will be able to interface with the different types of Situation Awareness Application packages used by local first responders, one of which is the command and control software.  Essential Technology's ("EIS") Infobook is the command and control software that will be utilized for demonstration purposes with XII. 

Infobook was chosen because  it is endorsed by both FEMA and NEMA, and it is currently installed and used at over 6,000 locations worldwide.   Infobook is uncomplicated and comprehensive, and it has the following features:

· A Graphical Interface

· Emergency management databases including incident and action logs, emergency plan and standard operating procedures checklists, and personnel listings.

· Mapping programs to permit display of geographically accurate maps, floor plans, schematics, and access to mapped National facilities data.

· Request, task, and response tracking to permit monitoring and reporting

· Model interface to support use of hazards modeling programs

· Integrated situation reporting and NEMIS-compliant reporting

· Communications module to support point-to-point and broadcast messages

· Image module for the display of real-time full-motion video for reference and training

3.1.1.2
Distributed Collaboration Framework

Distributed Collaboration Framework is another Situation Awareness Application that will be demonstrated with XII. The Distributed Collaboration Framework is a collaborative software infrastructure and integration framework that functions to better utilize the World Wide Web environment for cooperative work.

3.1.2
Integrated Information Dissemination Services

The function of Integrated Information Dissemination Services is to provide an infrastructure to deliver the right information to the right people. The information provided to the Emergency Responder will be tailored to their mission needs by intelligent selection of information to be broadcast, intelligent processing of user requests (pull), and appropriate filtering at the First Responder workstation so that only needed information is displayed.

3.1.3
Dynamic Integrated Database

In the mid-1980s, the use of extract programs was a common approach for analyzing data from corporate operational data stores.   Extract programs fused data from many business subject areas and created information about the health of the corporate entity.  Critical business information was consolidated to assist in the projection of sales and determination of profits.  By the beginning of 1990, many corporations created “spider webs” of extract programs which derived their results from each other.  This created several problems:

· Lack of credibility of data

· Inability to transform data into information  

Data fusion today faces similar challenges.  A common approach to data fusion creates information for the user from many data sources.  If a user publishes the data and allows other users to base their results on the work of the first user, it is possible to get several different results for the same question.  Without an integrated database, it is possible for data to be out of sync in a distributed database environment.  As a result, information from fusing out-of-sync data can create a lack of credibility.  The need to synchronize the databases is the challenge of the Dynamic Integrated Database.   It effectively solves the problems faced by other data fusion approached by containing the shared data necessary to synchronized data across a distributed computing environment. 

The Dynamic Integrated Database contains the Situation Object Repository.  This repository provides the joint First Responder with a clear and actionable picture of the situation-space.  It features a dynamically re-configurable subscriber/publisher architecture to combine information from multiple source systems and distribute to multiple target systems. 

This customization of the Optimus Dynamic Integrated Database will be divided into four phases.  The first phase will focus on developing physical data models.  The second phase will entail logicalizing and integrating the various data models into the Integrated Enterprise Data Model, defining and documenting the data elements as well as identifying and resolving semantic issues related to data definition. The third phase of the project will involve a several JAD (Joint Applications Development) workshops with the primary users of the data to refine and validate the data model. The fourth and the final phase of the project will involve documenting and publishing the Integrated Enterprise Data Model.

3.1.4
System-to-System Data Fusion

In the past, hundreds of billions of dollars have been spent in the U.S. to automate defense and commercial enterprises.  These efforts have resulted in vast collections of data in every area of human endeavor. However, the technology to organize, interpret, and access information from these vast data stores has not kept pace with the rapidly growing volume of available data. There is a short-term need to develop a user-centric technology for the user to intelligently process, combine, and abstract useful knowledge from these heterogeneous data sources.  To meet the demand of the rapidly growing volume of available data, a long-term solution must address the larger problem of high volume transaction-based system-to-system data fusion. With the state of many legacy system today, this is not a simple task.

In the attempt to mine the data in the corporate operational data stores of legacy systems, many commercial enterprises have embarked on the development of corporate Data Warehouses.  Many of the Data Warehouses are staging databases physically reorganized to minimize the read-only data mining performance impact to the corporate operational data store.  However, in the effort to obtain the corporate “big picture,” there are Data Warehouse projects which attempt to fuse data from multiple legacy and new client-server systems.  In the process of completing these projects, it is common to experience the following problems: 

· Lack of a Data Model - No clear understanding of the relationship between data entities.

· Poor Data Quality - Bad data in databases.

· Too Much Redundant Data - Multiple copies of the same data which may or may not be in synchronization with each other

· Too Many Synonyms - Two different data entities with the same name

· Too Many Homonyms- The same name for two different data entities

· Lack of a Data Dictionary - No description of data entity, attribute, entity data validation rules, and cross entity validation rules

· Lack of Metadata Repository- Incomplete documented description of the usage of data

· Lack of Subject Matter Experts - No one is left with the knowledge of the data entity

· Lack of Application documentation - No documentation of existing system

· Dynamic Integration Environment - Evolving and changing data entity format 

Many of these problems are limited to legacy systems.  However, in the environment of global competition, without a clear indication that replacing a legacy system will avert a loss of revenue or provide a high return on investment, it is often difficult to justify the replacement of legacy systems.  The large number of Year 2000 legacy system projects, indicates that legacy systems are not going away in the near future.   It will be difficult for a data fusion engine to avoid interacting with legacy systems.  With a high probability of not having the right information to create the semantic transformation, the data fusion engine should expect to operate in an environment with bad data and incorrectly documented semantic transformation rules.

Currently, there are many efforts to develop object-based approach to address the need for the user to access information sources that use different interfaces, query languages, data structures, terminology, and semantics to represent the same information. These efforts do not directly address the problem of legacy data. Most effort has been spent on supporting the user’s ability to get to the right information from new object-based systems. This XII Proof of Concept is focused on demonstrating a bi-directional system-to-system data fusion, and the COTS-based Optimus Intelligent Data Fusion Engine will provide bi-directional system-to-system data fusion for the XII Proof of Concept.

3.1.5
Communication Services

The communication services provide a common set of tools to allow applications to operate over the XII environment at the network session level.  In general, they provide standard COTS network products to the applications, but they are being extended by XII to support efficient and reliable use of the broadcast section of the network and to implement a network management structure to manage access to the network. 

3.1.5.1
XII Application and Network Connectivity

The government’s shift towards collaborative computing is fundamentally transforming the manner in which many applications and services are delivered. The key prerequisite to this proposal for a national inter-agency response system, however, is to meet most if not all of the following connectivity requirements:

· efficient and reliable “on-line” interaction with government agencies, military sponsors, emergency management leaders, and local first responders who are themselves network-connected and require effective interoperation with their unique protocols, applications, and management systems; a secure networked environment across which sensitive data dissemination can be effectively implemented

· ease of network access for an increasingly mobile response force who need to either effect crisis or consequence management services at a location remote from the specially trained and equipped response coordinators

· performance scalability that can continue to meet the growth in capacity demand generated by both current and next generation applications that are increasingly incorporating multimedia content

As public networks have grown, a new communications option called Virtual Private Networks (VPNs) has emerged. A VPN is the recommended design choice for the XII as it leverages the public communication infrastructure and provides nearly worldwide local access through Internet Service Providers (ISPs), supplies more reliable local connectivity options, access connections are less susceptible to line noise compared to long distance services, and includes built-in mesh redundancy and fault tolerance for end-to-end network reliability.

3.1.5.2
XII VPN Architectural Principals

VPNs offer a very-effective solution for solving the XII connectivity requirements by providing the communications backbone and access options for connecting together each of the designated lead agencies, experts, and/or first responders, onto a single Virtual Network. VPNs become private data networks by utilizing secure tunneling protocols and authentication algorithms across the wide area network for intra-agency and inter-agency data communication services. 

Further, Internet technologies provide a robust foundation on which the XII Intelligent Data Fusion System’s integrated knowledge bases and emergency management applications can be built. Four building blocks provide these benefits.

· Cross-platform Web browsers. Every device has a browser. Netscape Navigator and Microsoft Internet Explorer run on PCs, Macintoshes, UNIX workstations, and other alternative computing devices - including palmtops, televisions, and cellular/satellite mobile devices. 

· Multiprotocol WAN connectivity over a dynamic mix of technologies including dedicated, switched and channelized, as well as packet-, frame-and cell-switched networking (Figure 3.1).

· The need for speed, reliability, resiliency, flexibility are also critical. Transport and access data network services include analog, ISDN, HDSL, ADSL,T1/E1, T3, Frame Relay, SONET/SDH and ATM.

· A single network protocol. The TCP/IP protocol extends beyond the Web as the standard networking platform for all applications - such as mainframe access, database queries, and file and print services. 

· Ubiquity. Users can access data and services from any worldwide location. An emergency responder from a field location can obtain critical data remotely just as easily as he can while in the office. 

· Security. Technology advances in encryption, authentication, and firewalls now make it possible to construct an Internet-based network that is more secure than a private wide area network.
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Figure 3.1 High Performance Networking

Building a high performance, extremely robust and secure XII VPN infrastructure that is accessible at any hour from any location requires the latest in remote networking and Internet access technology. To effect this, selection of the XII communications architecture will focus on the XII’s ability to provide:

· a scaleable, high performance network infrastructure that provides on-demand, non-blocking access to the network;

· strict security functionality that prevents planned or unintentional damage to governmental databases and systems;

· superior Internet service capability, including rigorous service level management; and,

· an infrastructure that is designed with built-in flexibility to support proven technology innovation in anticipation of its end-users’ changing crisis and consequence management models and strategies.

3.1.5.3
Virtual Private Networks – A Definition

Classically, the U.S. Government has used high-speed leased lines such as 56 Kb or T1 to link remote locations together over the Public Switched Telephone Network (PSTN) to satisfy their off-premises data, voice, and video communication requirements. However, while providing a high degree of privacy, leased lines are expensive to set up and maintain. And for many small seldom used remote locations a leased line may prove to be impractical, providing more bandwidth than is needed at too high a price.

Given the explosive growth of the Internet and the World Wide Web, however, a more cost-effective solution is now available to address the XII communication requirements - Virtual Private Networks. VPNs have emerged as a relatively inexpensive way to solve this problem. Rather than maintaining an expensive point-to-point leased line, an agency or remote location would connect each office or Local Area Network (LAN) to a local Internet Service Provider and route the data through the Internet, thereby using shared, low-cost public bandwidth as the communications backbone.

A VPN solution for the XII offer a number of other features unavailable with leased-line Wide Area Networks: 

· VPNs are not limited to the number of LANs or nodes that can be included in the XII Wide Area Network. For an extreme event that has numerous sites to link, this can result in significant savings when compared to maintaining a network of leased lines. 

· Not all end-points require 56 Kbps for access to the XII Wide Area Network. VPNs can be set up to work at speeds slower than is possible with leased lines. A local responder/field office can use 28.8 Kbps modems and cheap Internet accounts to create an end-to-end session with the Intelligent Data Fusion System. 

· Responders/coordinators can quickly connect to and disconnect from the VPN regardless of their accessing location. Most importantly, VPNs enable first responders and emergency coordinators access to both civilian and government IT resources using a single network connection that can support both military and domestic emergency services.

· A VPN doesn’t require permanent communication links. Due to the random nature of a terrorist incident, our ability to predict the actual XII coverage area is limited. Dial-on-demand network access can be provided almost instantaneously using analog modems or ISDN connections to access a nearby ISP allowing data transmission across the Internet. 

· To accommodate specific users’ needs, remote VPN access by military, civilian, or government departments can be permitted in a wide range of data speeds from analog modem (e.g. 28.8 Kbps) to T1/E1 speeds (1.544/2.048 Mbps) to the more recent Digital Subscriber Line (DSL) technology that supports up to several Mbps data rates. 

3.1.5.4
XII VPN Security

Once the Virtual Private Network is created the need for security quickly arises since the Internet contains a mixture of both scrupulous and unscrupulous network users. All of the cost and associated benefits of a VPN solution are moot if there is not a strong security infrastructure in place. Security is what puts the “private” in virtual private networks. 

As a public data network, the Internet stirs up security issues that do not exist on private WANs. Unprotected data sent across the public Internet is susceptible to being viewed, copied or modified by unintended individuals or organizations. This data may be electronic mail, operational data, casualty and damage reporting data, or government secrets which may prove damaging should the enemy be able to gain access. By adding sufficient security to the public Internet, the XII is designed to keep the data in, and the unscrupulous users out.

Generally, the following basic security criteria for secure data transmission are the same as those required for creating VPNs. Clearly in a private wide area network, it is desirable to: 

· Ensure data arrives intact 

· Ensure data arrives secret and concealed 

· Ensure that the data came from the sender and that the sender's identity was secure 

· Ensure that the data arrived at its destination and that the destination's identity was secure 

Security technology – like strong encryption and authentication – guarantees that communication over the Internet is safer than typical remote access. Authentication - provides the identification of a user based on credentials - such as a password or a randomized number from a hand-held token card or a digital certificate. Filtering - determines which users can access particular network resources (e.g., the FBI can tap into DOJ data, but a FEMA person only gets to the crisis response database). Security Server technologies such as RADIUS, Windows NT, and LDAP is used in conjunction with dynamic firewall technology to authenticate remote and local users. 

3.2
Novel Elements

3.2.1
Intelligent Data Fusion Engine™

The Intelligent Data Fusion ("IDF") Engine is a premiere fusion technology developed by Optimus Consulting Group.  In addition to providing a common operational picture with data fusion, IDF Engine is an intelligent “super glue” that can glue disparate stove-pipe systems together to form an integrated solution.  Its core architecture is workflow and transaction-based, and with a rule-based inference engine, it has the ability to detect and prevent bad data from corrupting the integrated system. Following are the key features of the IDF Engine:

· COTS-based architecture

· Ability to interlink legacy systems with new client-server systems

· Ability to interlink systems without impacting existing applications

· Ability to operate in a poor quality data environment

· Emphasis on system-to-system high volume bi-directional data fusion

· Ability to fuse both data and messages

· Ability to perform high volume system-to-system data fusion

In addition, the IDF Engine is:

3.2.1.1
Intelligent

The Intelligent Data Fusion Engine contains a COTS inference engine with a development environment that manages both rules and Case-Based Reasoning.  This inference engine monitors the quality of data fusion, automates the response to data fusion faults, and can be programmed to react to a pattern of data on a entity group or unit-of-work (UOW).  These capabilities allow the IDF Engine to tolerate and recover from bad data without manual intervention.  The "Intelligence" can be used to support automated alert and response from data thresholds in the situation database. 

3.2.1.2
Manageable

The operational complexity of managing thousands of software processes performing data fusion in an environment with unpredictable data quality is challenging. The IDF Engine contains a COTS system management platform that monitors and automates fusion fabric fault detection and recovery.  The system management platform manages both hardware and software objects.  It will respond to faults ranging from network problems to software process failures.

3.2.1.3
Predictable

In the commercial environment, it is common for data from multiple systems to depend on each other.  Without synchronization, data fusion can produce unpredictable results. Synchronization of data fusion across many sources and many destinations is a difficult problem that is solved by the inclusion of a COTS scheduler and a COTS dispatcher in the IDF Engine.  The scheduler and dispatcher schedule and dispatch the fusion processes to ensure predictability. 

3.2.1.4
Incorporates a High Performance Re-Configurable Fusion Fabric

The data transport and semantic transformation fabric is created using COTS CASE tools.  Only high level 4GL languages are used to generate portable cross platform code. The 4GL environment allows the Fusion Fabric to be created or re-configured quickly and inexpensively. Compiled code is used to achieve high volume and high performance system to system data fusion. A COTS linguistic-based translation engine is used handle the complexity of multi-source multi-destination semantic translation.

3.2.2
TANGO Distributed Collaboration Framework

TANGO is a Java-based collaborative system for the World Wide Web. A component of the Internet integration technology suite developed at the National Parallel Architecture Center ("NPAC"), this project was partially sponsored by US Air Force Rome Laboratory. Tango is  a collaborative software infrastructure and integration framework that functions to better utilize the World Wide Web environment for cooperative work.

3.3
Affordability

Affordability of the XII Proof of Concept is projected to be modest primarily because of the leveraging that is employed with other related programs. Many of the leveraged programs have been developed and tested in operational environments, but represent a disconnected set of tools. The use of a rapid prototype/incremental development based on Optimus ARC Discipline process will also contribute to lower development and integration costs. 

3.4
Site/Range Facilities

The XII Proof of Concept will be demonstrated at USAF Hanscom AFB and component locations as derived from exercise scenarios. Nodes will also be located at DISA, JPL and other selected developer locations. 

3.5
System Development Approach

NI/USR has selected Optimus Consulting Group’s ARC Discipline as the methodology for the development of this project.  ARC is an object-oriented methodology designed to offer unsurpassed quality, speed, expediency, and effectiveness in delivering Information Technology solutions, and it is based upon the following principles:

Accelerated:  Most traditional IT methodologies follow a waterfall model.  Under this model, a sequential series of processes follow one another, with one process never proceeding until the previous one is completed.  The ARC Discipline, on the other hand, is an Accelerated methodology. Under the ARC Discipline, Analysis, Design, Construction, Rollout, and other processes often proceed concurrently, dramatically collapsing the time necessary to deliver a quality solution.

Responsive: At every stage of the system design and development process, the Client’s input is not just requested, it is required.  Through a series of Joint Application Planning (“JPL”), Joint Application Design (“JAD”) sessions, Optimus Consulting Group’s project team frequently meets with the Client’s internal resources to make sure that the project is responsive to the Client’s business requirements. Any input from the Client is quickly analyzed and implemented.

Client-driven: This principle ensures that everything Optimus Consulting Group does is driven not by industry techno-hype or a quick-fix approach but by a dedication to effectively fulfill the exact needs of its Clients.

The Optimus ARC Discipline™
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The system development methodology called Optimus ARC Discipline™ has been selected for the development of this project.  This methodology complies with the Federal Information Technology Executive Order which requires a performance-based commercial approach to developing information systems. 

By utilizing a consistent representation and notation to model workflow processes and technology, ARC aligns business strategy to the information strategy and the underling information systems.  This full lifecycle enterprise system development methodology supports Chief Information Officers (CIO) in everything from the development of an Information Strategy Plan to the specification of a test plan for the user acceptance testing. 

In addition, XII builds on commercial off-the-shelf components.  XII will employ existing open network and application standards and protocols which most software and hardware developers have embraced.  The XII project will develop prototype systems in several key states and areas to include complete software, hardware, and systems integration.  As part of the overall plan to transition XII developments to operations after test and evaluation in the XII Proof of Concept, selected applications and dissemination services will be transitioned to the Defense Information Systems Agency (DISA) for incorporation into the Defense Information Infrastructure Common Operating Environment (DII/COE).

3.6
XII Development Team

Role
Responsibility
*FTE

Chief Architect
Leads process and data requirements gathering and establishes a technical direction for project.  Manages analysis and high-level design team. Extensive knowledge and industry experience across all technical disciplines.
1

Chief Implementation Architect
Manages detail design, construction, and implementation team.  Ensures technical and business vision is carried through entire development life cycle. Extensive knowledge and industry experience across all technical disciplines.
1

Process Architects
Analyze “as-is” and design “to be” processes/workflow.  Ability to use industry standard process modeling tools and methodologies.
2

Data Architects
Analysis of “as-is” and design of  “to be” system data requirements.  Ability to apply industry standard data modeling tools and methodologies.
2

Application Architects
Specialists in application development framework, tools, and methodologies.
5

Technical Architects
Specialist in technical design and implementation of Information Technology infrastructures.
2

Database Administrator
Specialist in RDBMS deployment and management.
1

Network Architect
Specialist in Network analysis, design, and implementation.
1

System Administrator
Specialist in system administration and management.
1

Program Manager
Cross-functional management of tasks and resources to ensure the timely completion of the project.
1

Project Coordinator
Assist Program manager and Chief Architects in day to day project management.
1

Project Secretary
Manage day to day tasks
1

Topic Experts
Industry specific knowledge expert (NEMA and NI/USR).
2

System Integrators
Application/system specific knowledge experts (JPL, USMC, USAF, EIS, FEMA, TANGO, COP)
10

*Note: FTE-Full Time Equivalent

3.6.1
Topic Experts

Topic Experts have the responsibilities to: 

· Provide Industry Trend Information

· Support process analysis and design of future systems

Topic Experts include:

· Col. (Ret.) Keith Lough

· Col. Russell Peters

· Lois Clark McCoy

· Dr. Jen Louie

· LCOL. Jerry Brown (USMC)

· Capt. John Pedersen (USMC, CBIRF)

3.6.2
Process Architects

Process Architects are responsible for the following Deliverables (Events/Scenarios/States):

· Workflow Analysis Document

· Workflow Design Document

· Functional Specification Document

· System Test Document

Process Architects employ the following techniques:

· Process Modeling (Flow Charting)

· Business Object Modeling

Process Architects include:

· Jay Ong

3.6.3
Data Architects

Data Architects are responsible for the following Deliverables:

· Data Architecture Analysis

· Data Architecture Design

· Data Dictionary

· DDL with Stored Procedures 

Data Architects employ the following techniques:

· Data Mapping 

· Data Modeling 

· Entity Relationship Diagram

· CRUD Diagrams (Create/Retrieve/Update/Delete of data)

· Entity Lifecycle 

· Database Design

Data Architects include:

· Dr. Jen Louie

3.6.4
Technical Architects

Technical Architects are responsible for the following Deliverables:

· Technical Architecture Analysis

· Technical Architecture Design

· Establish the Operational Environment

Technical Architects employ the following techniques:

· Network Modeling and Design

· Hardware and Software Platform Analysis and Design

· Database Management Architecture Analysis and Design

· System Management Architecture Analysis and Design

Technical Architects include:

· Jon Wunderlich (Network and Communication Infrastructure)

3.6.5
Application Architects

Application Architects are responsible for the following Deliverables:

· Architecture Framework Construction

· Fusion Fabric Construction

· System Management Customization

· Data Conversion

· Demo Setup

· Demo GUI Construction and Preparation

Application Architects include:

· To be identified

3.6.6
System Integrators

System Integrators are responsible for the following Deliverables:

· Integration of components into XII core system

System Integrators include:

Name
System 
Organization

Armstrong, Troy
RIMS
OES, State of California

Gray, John
EIS InfoBook
Essential Technologies

Herman, Scott
JDISS
BTG

Howley, Tom
COP
Mitre Corp., Hanscom AFB

Lewark, Edison
Guard-Net
USCG

Mcvittie, Dr. Tom
Shared-Net
NASA/JPL

Nelson, Joe
Sequent
Sequent

Podgorny, Dr. Marek
TANGO
NPAC, Univ.Of Syracuse

Ylvisaker, Ivar
DII COE, DISA ntegration
DISA

Zimmerman, Captain William
CUBE
USAF, Hanscom AFB

4.
APPENDIX A: CHANGE CONTROL PROCEDURES

With any development project there is an on-going desire to enhance, modify or otherwise change the specifications.  While many changes are beneficial to the overall development process, others can have a serious effect upon the ability to deliver appropriate functionality within the targeted timeframes.  Therefore, there is a need to carefully manage project scope and the inevitable changes that push the boundaries of the initial agreed-upon scope.

Change Management Process

Any change to the project (whether cost impacting or not) must be coordinated with the Project Manager and processed in accordance with the following Change Management Process.  

       Step 1: Change Initiation

       Step 2: Change Validation

       Step 3: Impact Analysis

       Step 4: Change Approval

       Step 5: Change Implementation

The Change Management Log is attached to the plan.  Due to the aggressive timeframes of this project, it is imperative that the change orders are processed within 24 hours.

Change Initiation

Project sponsor may initiate change Requests.  The reasons for a change include user requests, change in technical scope, or other detailed technical issues.  Change Requests shall fully document the scope of the change in a clear and concise manner within the confines of the Change Request Form.  Change Requests shall be submitted to the Account Manager who will arrange for a joint review and validation.

Change Validation

Change Requests shall be validated in two phases.  The first validation phase shall determine if the Change is within the scope of the Project Charter and/or baseline requirement documentation. If the Account/Program Manager determines that the Change is necessary and that the proposed Change is within the scope of the Project Charter, the change is documented, approved, and implemented.

The second validation phase shall be implemented only if the first validation phase shows the Change to be outside the current project scope.  The second validation phase will further determine the validity of the Change and its true financial and schedule impacts to the project. (See "Impact Analysis" below.)

Impact Analysis

Within 24 hours of receipt of a Change Request, the cost estimate, if provided by the requester, shall be reviewed and validated using the same or similar methods to those used in the preparation of the original project estimate, and fully justify all estimated adjustments in schedule and/or other factors as applicable.  Once the appropriate approvals and authorizations are obtained, the Program Manager either implements the Change Request, closes the Change Request, or places the Change Request onto the Development Queue for later implementation.  Such direction shall be in writing and included as part of the Resolution on the Change Request Form.

Change Approval

Approval levels are based upon the cost and schedule variance made by the change, and may include one or more approvals from the clients and/or Optimus Consulting Group, LLC Management team.

Change Implementation

When a Change Request is authorized for implementation, the Change Request Form shall be appended to the Project Charter.  If applicable, a schedule (separate from but integrated with the Project Schedule) shall be developed and maintained for each such authorized Change, else the change shall be incorporated into the master project schedule. Copies of the schedule shall be made available to the client, and appropriate project personnel.

Change Control Log

Change Request No.
Description
Reference Document
Requester
























































Change Request Form 
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Change Request Form


 

Change Request Number:  ______________________________ Date: _______________

Requester/Originator:
    ______________________________

Project Charter:
     ______________________________
Description of Change (Use multiple pages as needed):

Cost/Price Impact:
Schedule Impact:

Resolution:

___ Implement Change

___ Do Not Implement Change - Close Request

___ Place Change Request onto Development Queue

Upon final execution, this Change Request Form shall become an amendment to the above-identified Project Charter.  The above requested Change (does/does not) impact Optimus Consulting Group, LLC’s cost, schedule, or terms and conditions, and (does/does not) increase Optimus Consulting Group, LLC’s cost in excess of a cumulative ten percent (10%) of the baseline Project Charter cost to Optimus Consulting Group, LLC.  The approvals documented below are the final authorizing signature required.

Authorization:

___________________________________________________________
____________

Name, Project Sponsor, Client





Date

___________________________________________________________
____________

Name, Project Manager, Client





Date

___________________________________________________________
____________

Name, Program Manager, Optimus Consulting Group, LLC


Date

5. Appendix B:  XII Project Network 1998

Name
Organization
E-mail Address

Peter Anderson
Simon Fraser Univ.
peter_anderson@sfu.ca

Terrell Arnold
Shenandoah Community Group
terrell102@aol.com

Mike Austin
Arizona Emergency Mgt. Agency, Dir.
austinm@dem.state.az.us

LGEN Edward Baca
Commandant, Army National Guard
ebaca@angrc.ang.mil

Ken Baechel
Community Alert Network
kbaechel@ix.netcom.com

Pat Barrett
Texas A&M, TEEX
fpbarret@teexnet.tamu.edu

Bob Best
DoE Los Vegas Test Site
bestrg@nv.doe.gov

Major(P) John Blitch
Hq SOCOM Robotic Cell
blitchjg@hqsocom.af.mil

Capt. Mike Block
Hanscom AFB
blockm@hanscom.af.mil

Frank Borden
Consultant, I-Chiefs
FrankBorden@worldnet.att.net

John Bowles
California Office of Emergency Services
john_bowles@oes.ca.gov

Major Scott Bradley
Marine Corps, Camp Pendleton
bradleyw@pendleton.usmc.mil

Calvin Bredell
Dept. of Commerce
bredel1@doc.gov

Don Graham
Sequent Technologies
dgraham@sequent.com

Leigh Burton-Ramsey
WA Emergency Mgt. Agency
ramsey@gate.emd.wa.gov

Chief Robert Calobrisi
Boston Fire Department
michael.donovan@ci.boston.ma.us

David Carlson
LOGICON
dcarlson@logicon.com

Capt. Rod Carnes, MD
USN, CBIRF
carnesr@mqg-smtp3.usmc.mil

Charlie Catlett
Univ. Illinois Computer Lab
catlett@ncsa.uiuc.edu

Dr. Vinton Cerf 
VP MCI
vcerf@mci.net

Shepperd Chao
Optimus Consulting Group
schao@optimus-cg.com

Woodrew Chao
Optimus Consulting Group
wchao@optimus-cg.com

Capt. John Clay
US Coast Guard
jclay@comdt.uscg.mil

Dr. Lee Colwell
Criminal Justice Institute
lcolwell@cji.net

Jon Copenhaver
FEMA Region IV
john.copenhaver@fema.gov

David Cherry
Logicon
dave.cherry@logicon.com

Dave Cohen
US Secret Service


LCOL Art Corbett
Director, CBIRF
corbetta@clb.usmc.mil

Tom Dahlstrom
DoE
dahlstts@nv.doe.gov

Ollie Davidson
Reeves--International Ops
pripubpart@aol.com

Chuck De Caro
AEROBUREAU
aerobureau@home.ml.org

Don Devito
NI/USR
dondevito@aol.com

Rainer Dombrowshy
NOAA
rainer.dombrowsky@noaa.gov

Michael Donovan
City of Boston
Michael.Donovan@ci.boston.ma.us

VADM Bill Dougherty
Boeing
william.a.dougherty2@boeing.com

R Douglass
DARPA
rdouglass@darpa.mil

Warren Douglas
Sierra Systems, Inc.
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