GGPACK as Web Enabled Distributed Object Library
Recent Developments in distributed object and web technologies allow new approaches to building large scale distributed systems by the composition of components.  There are ambitious high performance computing projects in this area such as POOMA (http://www.acl.lanl.gov/PoomaFramework/, Nile (http://www.nile.utexas.edu/ ) and Legion (http://www.cs.virginia.edu/~legion/ ). In this proposal, we intend a relatively conservative approach which can use modern but proven techniques as we do not have resources to develop a full grid-based problem solving environment. We intend a simple approach where we do not initially link distributed object and parallel computing concepts. We will use traditional MPI based parallel systems with sequential or parallel programs encapsulated as CORBA objects which will allow us to link grid, geometry and computational modules together and with databases, visualization and collaboration tools with invocations that do not depend on the computing platform and module implementation. Early on, we intend to establish an overall Physical Simulation Computational Framework, which will allow the team to develop different modules separately, in such a way as to enable this integration. This involves effectively defining a "CORBA vertical facility" with the properties and methods of the GGPACK modules and the application using them defined in terms of a specific IDL (Interface Definition Language) syntax. NPAC has substantial experience in this area with projects for the NCSA Alliance, DoD Modernization and ASCI. Our new book  'Building Distributed Systems for the Pragmatic Object Web'  (co-authored by Fox and his colleagues http://www.npac.syr.edu/users/shrideep/book/) describes how other commodity technologies including Microsoft's COM, W3C's XML/WOM and Javabeans/RMI can be integrated with CORBA in the emerging object web. This system view leads to applications being viewed as a set of coarse grain “Distributed Scientific Objects.” This approach to scientific libraries has been shown successful in projects like NEOS from Argonne (http://www.mcs.anl.gov/otc/Server/index.html) and NETSOLVE from Tennessee (http://www.cs.utk.edu/netsolve/index.html) for optimization and linear algebra libraries respectively. These can be in any language (such as parallel C, C++ Java or Fortran) but with a uniform Javabean applet front end.  One can anticipate using Java to directly develop some application modules as this is rapidly emerging as an attractive modeling language (http://www.npac.syr.edu/projects/javaforcse). The support of multiple paradigms will not lead to a chaotic environment because we will enforce uniformity at the module interfaces. Integration of these multi-paradigm coarse grain objects will rely either on commercial CORBA or COM object brokers or on custom technology such as NPAC's JWORB server, which integrates Web CORBA, and COM in a single Java Server. NPAC has also already demonstrated (http://www.npac.syr.edu/users/gcf/alliance98/index.html) how one can use a multi-tier architecture to link Globus (http://www.globus.org) with CORBA and Web modules to achieve high-performance when necessary. This complication is only needed to enhance inter-module performance; we use conventional parallel computing approaches internally to each module. NPAC's WebFlow (which can be viewed as an object web implementation of AVS or Khoros) is an example of a visual interface allowing grid, geometry, data, visualization and computational modules to be linked together. Note this allows both individual discipline and multidisciplinary applications to be developed from modules conformant to the Physical Simulation Computational Framework. 

We do not propose to assign resources to develop novel base technology for this overall computer science infrastructure. Rather we will be using well established parallel computing techniques and impose a uniform overall design framework to allow commodity distributed object systems such as CORBA to manage the coarse grain structure of GGPACK and its applications. We anticipate that a rich set of tools will quickly become available to support this approach. Our clear separation of parallel and object technologies is not the most ambitious approach possible but ensures an excellent system, which can adapt to inevitable change with a modest level of effort.

