This is my understanding of where we are. I describe various components of solution

And where they fit in.

First problem classes

1)Bonds ; Asian economies

These are path dependent but typically modest number of underliers.

If we can get real payoff formulae, then we should be well set as market wants 5-15 underlier case, which seems quite doable (as not far from Columbia parameters) and one must use Monte Carlo as path dependent. This ought to be earliest deliverable.

2) Equities and General baskets of American options

This is interesting in 5-15 underlier case but this is seemingly not a natural limit and one would prefer to have methods that scale to 100's of underliers

3) More work is needed on areas like Mortgage backed securities to clasify their characteristics.

Now methods: Here we list the following technologies

a) "buckets" as in literature

b) forces between random spins as in my original handwritten note

c) stochastic mesh as in Columbia

d) inner controls (importance sampling in integral from one path at T to T+1)

e) outer controls (importance sampling in full integral or nearly full integral)

f) clustering around stochastic mesh

g) path integrals

h) explicit parameterization of Critical Asset Boundary

Critical parameters (capitalized) determining solution success

B = Number of basic paths (number of points per time step in stochastic mesh)

Phase Space Size going like (squareroot(T) SIGMA)**D underliers at time T

Here SIGMA is typical standard deviation per time step in Monte Carlo

Each path has "natural size" SIGMA**D and so ratio B/(T**(D/2)) represents density of occupied phase space

DELTAR is typical difference in payoff between keeping and exercising option

C is number of points per cluster

BEFF(T) is effective number of useful points in integral over paths at T+1 starting at one path at T. BEFF is B at T=1 and decreases to 1 at larger T as B/(T**(D/2)) becomes small

So here is how technologies work

c) is incomplete as B must be much large than (T**(D/2)) to succeed as written as this is never true in interesting cases

d) and e) are used by Columbia to mask error on approach and the success of this importance sampling is important and not difficult to understand (see later)

a) is inexact but easy to apply and can easily give lower bounds without bad bias

b) represents a generalization of a) where forces between spins are equivalent to a more general bucket. This can be as simple as "payoff" bucket or determined dynamically from correlation matrix between underliers and payoff. It cannot usefully be simple form in hand written note as this ignores low density in phase space described above

g) could be a cunning way to automatically get c) and f) "naturally" but this is not obvious. Further this method also generates points that are naturally near each other so b) is easier to apply with simple force laws. Unfortunately g) complicates analysis as paths not independent (in general) and I do not yet know how to handle this. It could be path integrals are either better or worse than current proposed method but I suspect it will not in fact be dramatically different. Thus this approach is not a current focus

h) is only interesting in cases with a few (<= 3) underliers but here other methods clearly work. Thus even if in some cases this could be fastest and or most accurate, this study has been deferred.

We suggest that combining c) d) e) f) is "exact" in principle (correcting Columbia errors) and that b) can be used when d) is not effective when one cannot think of a good inner control (local importance sampling near critical asset boundary) 

So first we note a critical difficulty in this type of problem. Normally an error in a sub integral (e.g. from point at T to T+1) is not important in a Monte Carlo as these sub integral errors add randomly so that total error goes like 1/squareroot(B) and not 1/squareroot(BEFF) as subintegrals do. However in our cases, our sub-integrals involve a max function and are always biased either all high or all low. Thus 1/squareroot(BEFF) errors add up and do NOT cancel to give 1/squareroot(B) as they do in European options.

In cases a) and b), we avoid problem by coherently averaging over several paths which are forced to same exercise/not exercise choice.

In case f) we just add a multiple of C more points so that error is 1/squareroot(BEFF*C) and so natural choice is B ~ C. Note that one needs both B and C large and this approach naively needs square of number of points of "simple Monte Carlo's. Note C can be a function of T as really need BEFF(T)*C(T) ~ B and so C can be 1 at small T when BEFF large.

Now we can see need for inner controls d). We must ensure that DELTAR is large compared to expected error SIGMAPR/ squareroot(BEFF*C) where SIGMAPR is standard deviation of  integral from T to T+1. This is not trivial, as naively SIGMAPR is roughly SIGMA, which is for smallish time steps larger than DELTAR. The Columbia inner control choice is very good away from critical asset boundary and drastically reduces SIGMAPR there. It seems likely that one can always find such "asymptotically" good inner controls and only have difficulties near the critical asset boundary where it is perhaps more or less impossible to find a good inner control. However there are not so many points in this difficult region and one can tackle this by choosing suitable C. Note this suggests C could be larger for paths near critical asset boundary. (Note you do not need to find critical asset boundary to know that you are near it. It is signaled by ratio of number of exercise/no exercise choices among neighboring points)

The outer controls in Columbia probably help so much as they are correct near critical asset boundary where Columbia otherwise fails as they have BEFF=C=1 and largish SIGMAPR. In general outer controls always help but they may not be critical in cases with reasonable values of C.

So we have an exact but time consuming method and an understanding of how b) d) e) can reduce computational complexity. We need to systematically study critical indicators such as BEFF SIGMAPR DELTAR to quantify the above intuitive discussion.

